Exploring a new method for quantitative sodium MRI in the human upper leg with a surface coil and symmetrically arranged reference phantoms
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Background: The aim of this study is to validate and evaluate the reproducibility of a new setup for the quantification of the tissue sodium concentration (TSC) in the human upper leg muscles with sodium MRI at 3 Tesla. This setup is making use of an emit and receive single loop surface coil together with a set of square, symmetrically arranged reference phantoms. As a second aim, the performances of two MRI protocols for the TSC quantification in the upper leg muscles are compared: one using an ultra-short echo time (UTE) 3-dimensional radial sequence (UTE-protocol), and the other one using standard gradient echo sequence (GRE-protocol).

Methods: A validation test of the quantification of sodium concentration is performed in phantoms. The bias of the method is estimated and compared between both protocols. The reproducibility of TSC quantification is assessed in phantoms by the coefficient of variation (CV) and compared between both protocols. The reproducibility is also assessed in 11 health volunteers. Signal to noise ratio (SNR) maps are acquired in phantoms with both protocols in order to compare the resulting SNR.

Results: The apparatus and post processing were successfully implemented. The bias of the method was smaller than 10% in phantoms (excepted for Na concentration of 10 mmol/L when using the GRE protocol). The reproducibility of the method using symmetrically arranged phantoms was high in phantoms and humans (CV <5%). The GRE-protocol leads to a better SNR than the UTE-protocol in 2D images.

Conclusions: The use of symmetrically arranged reference phantoms lead to reproducible results in phantoms and humans. Sodium imaging in the human upper leg with a single loop surface coil should be performed with a standard 2-dimensional GRE protocol if an optimal SNR is needed. However, the quantification of the fast and slow decay time constants of the sodium signal, which plays a role in the TSC quantification, still has to be done with a UTE sequence. Moreover, the quantification of sodium concentration is more accurate with the UTE protocol for small sodium concentrations (<20 mmol).
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Introduction

The interest in sodium-23 (Na) magnetic resonance imaging (MRI) is quickly growing since the discovery that sodium can be stored in the skin and muscles without being osmotically active (1-3). Non-invasive quantification of the amount of sodium stored in muscle is now possible at 3T and has been validated against direct measurement of sodium in amputated human legs (4). Almost all Na MRI studies presenting a quantification of the tissue sodium concentration (TSC) in humans made use of external reference phantoms to transform the image intensity into a sodium concentration (see the supplementary discussion in the supplementary information online). Most of these studies performed a quantification of the TSC in the brain or in the leg muscles by use of birdcage (volume) coils. These coils have the advantage that they offer a relatively spatially homogeneous transmit field ($B_1^+$) and coil sensitivity pattern ($B_1^-$), so that all reference phantoms are excited in a relatively similar manner and lie in a similar coil sensitivity pattern. In contrast, non-volume coils such as transmit and receive (Tx/Rx) surface coils offer a spatially highly inhomogeneous transmit field as well as a coil sensitivity that decreases rapidly with the distance from the coil. On the other hand, the advantage of a surface coil is that it can target regions of the body such as the upper leg muscles, which are not accessible by volume coil.

In this study, we explore a new method for TSC quantification in the human upper leg muscles with a Tx/Rx surface coil that excites all reference phantoms in a similar manner and allows them to lie in a similar coil sensitivity pattern thanks to a symmetrical arrangement of the phantoms with respect to the coil. This method should in theory lead to a similar distribution of flip angles in the difference reference phantoms as well as a similar spatial pattern of the coil sensitivities through all the phantoms. Consequently, even if the $B_1^+/B_1^-$ corrections are not exact, the relative signal intensities between phantoms should not be biased. The first aim of this study was to perform a validation test of our method and to assess its reproducibility in phantoms as well as in the upper leg muscles of humans. As far as we know, this is the first study that makes use of reference phantoms symmetrically arranged with respect to the coil and the first 23NA MRI study on the upper leg.

To perform this study, we had access to an ultrashort echo time (UTE) 3-dimensional projection reconstruction sequences (3DPR), as well as to the standard two dimensional (2D) spoiled gradient echo sequence (GRE).

The advantage of the UTE sequences lies in its very short echo time minimizes the effect of $T_2^*$ relaxation, which tends to affect the signal to noise ratio (SNR) in a favorable manner. Moreover, minimizing the $T_2^*$ relaxation is even more important for sodium MRI than for conventional MRI since the fast decay time constant of the sodium signal ($T_{2d}$) is as small as 0.5–5 ms and represent a signal fraction $F_t$ of about 60% (5). On the other hand, our isotropic UTE sequence was naturally unable to produce anisotropic voxels with a large through plane thickness (in order to increase the SNR). In many organs, thick anisotropic voxels could have been undesirable since thick voxels could have produced unwanted partial volume effects between different kinds of tissues. However, since the targeted organ in this study is the upper leg muscles, it is reasonable to admit that very thick voxels do not produce partial volume effect between muscles and other tissue, because of the linear geometry of the leg. This fact opens the possibility to use the standard GRE sequence with a very large slice thickness in order to perform sodium imaging. In fact, the GRE sequence suffers from its relatively large echo time as compared to the UTE sequence. But on the other hand, the very large slice thickness that is achievable with GRE may compensate the loss of signal due to its large echo time, relatively to the UTE sequence. It was therefore not clear to the authors if a protocol making use of a UTE sequence with a very short echo time (but a small voxel size) performed better for the tissue sodium quantification in the human upper leg than a protocol making use the a GRE sequence and a large slice thickness (but a larger echo time). As a second aim of this study, a comparison between two such protocols was performed.

Methods

Participants

Eleven healthy volunteers aged between 20 and 40 years were scanned to test the reproducibility of the method in the human upper leg. An additional volunteer was scanned to measure the in vivo parameters of the bi-exponential signal decay of sodium i.e., the fast decay time constant $T_{2d}$, the signal fraction of the fast decaying component $F_t$ and the long decay time constant $T_{2l}$. Exclusion criteria for the participants were: age younger than 18 years, incapacity to provide informed consent or a contra-indication to MR imaging (pacemaker, implanted metallic device, claustrophobia). The study was approved by the local ethical
committee (Ethical Committee of the Canton de Vaud, Switzerland) and written informed consent was obtained from the participants.

**Sodium coil and symmetrically arranged reference phantoms**

*Figure 1* displays the experimental apparatus. The antenna used in this study is shown in *Figure 1A*. It contained an excite and receive (Tx/Rx) sodium-tuned surface coil made of a single circular loop of 14 cm (RAPID Biomedical, Rimpar, Germany). The same antenna contained also a hydrogen tuned butterfly coil allowing the acquisition of hydrogen images.

All phantoms used in this study were made of commercially available plastic boxes filled with a 2% agar gel and a known and homogenous NaCl concentration, either 10, 20, 30 or 40 mmol/L. We used two different phantom sizes. To calibrate the sodium signal intensity in each scan, 12×8×2.5 cm³ Reference phantoms were placed inside the field of view (*Figure 1F*, right). We named these phantoms R10, R20, R30 and R40 according to their NaCl concentrations. To validate the method and assess its reproducibility, four 21×13×8 cm³ Validation phantoms with similar NaCl concentration were used. We named them V10, V20, V30 and V40 according to their NaCl concentrations (*Figure 1F*, left).

To place the reference phantoms in a symmetrical manner with respect to the sodium coil, a Plexiglas support was built so that the coil could be maintained flat while the reference phantoms were located under the coil (*Figure 1B*). Of note, for the use of the 2D GRE-protocol, only two reference phantoms could be used (R20 and R40) in order to be placed symmetrically with respect to the loop coil (*Figure 1D*). For the use of the 3D UT-protocol, four reference phantoms could be used (R10, R20, R30 and R40) and were placed as shown in *Figure 1E*. The coil and phantoms were placed on the scanner table with the spine-coil removed (*Figure 1C*). This set up allowed the volunteer to lie in supine position with their leg flat on the antenna and the feet entering first into the scanner. All phantoms experiments were performed by placing the validation phantoms on the center of the coil. In every scan, the apparatus was stacked to the right of the table and
the z-coordinate (along the table axis) of the center of the coil was placed at the z=0 coordinate with respect to the isocenter. Doing so, the coil was placed at the same location in every scan.

**MR protocol**

All images were acquired on a 3T-whole-body MR system (Magnetom Prisma, Siemens Medical Systems, Erlangen, Germany) and all scans began with a fast low angle shot (FLASH) localizer. We make use of the following notation in this subsection: field of view (FoV), flip angle (FA), pixel band width (BW), turbo factor (TF), repetition time (TR), echo time (TE) and acquisition time (AT).

The sodium GRE-protocol was set with the following parameters: orientation transversal, FoV 300x300 mm$^2$, slice thickness 33 mm, in plane resolution 64x64, BW 350 Hz/pix, TR 100 ms, TE 1.73 ms (minimum), FA 90°, averages 124 and AT 13 min 15 s. The resulting voxel size was 4.7x4.7x33 mm$^3$. An asymmetric echo was used. The transmitter reference amplitude (vRef) was adjusted so that the signal acquired in the V20 phantom and averaged in a rectangular region of interest (ROI) was maximal. This ROI was chosen to be 4 pixels (18.8 mm) deep in the phantom to take the thickness of skin and fat of the volunteer into account, and to exclude the complex excitation pattern very close to the surface coil.

The parameters for the UTE-protocol were set as similar as possible to those of the GRE-protocol. Only the TE was minimized in order to take advantage of the UTE sequence. The parameters were: FoV 300x300x300 mm$^3$, resolution 6x6x6x64, TR 100 ms, TE 0.197 ms (minimum), FA 90°, averages 124 and AT 13 min 15 s. The resulting voxel size was 4.7x4.7x33 mm$^3$. The stack of 7 transversal planes equaled thus the slice thickness of 33 mm of the GRE-protocol (we neglected the difference of 0.19 mm). The acquisition time was also equal to the GRE-protocol's (we neglected the 3 second difference). The 3-dimentional trajectory was a spiral phyllotaxis pattern with each readout starting immediately from the center of k-space (6,7) and 39.2% of the Nyquist rate was achieved. A rectangular non-selective excitation pulse was used and the pulse duration was minimized to 225 micro-seconds. A delay of 50 micro second allowed the coil to change from the emit- to receive-mode. Finally, the analog-digital-converter (ADC) was turned on 30 micro-seconds before the gradient ramp-up in order to prevent side effects of the switch of the ADC. The first point of the read-out was excluded (because it underestimated the signal) and the signal was read from the second point (22.3 micro second after the first point). Additionally, it was known that our ADC suffered of a delay of 5.12 micro second to switch on. A minimum echo time of 0.197 ms resulted.

In contrast to phantoms, additional anatomical images were acquired in the volunteers with a turbo spin echo sequence (TSE) prior to the sodium scan. The protocol parameters were as follow: orientation transversal, FoV 300x300 mm$^2$, in plane resolution 128x128, slice thickness 4.5 mm, distance factor 4%, BW 228 Hz/pix, TR 3,120 ms, TE 88 ms (echo spacing 9.8 ms), FA 150°, echo train per slice 15, TF 9, number of slices 9 and AT 50 s. The resulting voxel size was 2.34x2.34x4.5 mm$^3$. Of note, the space between the centers of each two consecutive slices was 4.7 mm and the middle slice was through the isocenter. The slices of the TSE sequence matched thus the planes of the 3D UTE sodium sequence, and the 7 middle slices of the TSE sequence covered the 33 mm thick slice of the GRE sodium sequence. All images were acquired in the same position as the sodium images so that all the images were registered without further post-processing.

**Image reconstruction for the UTE sequence**

The image reconstruction for the radial trajectory of the UTE sequence was implemented on Matlab 8.6 R2015b (The MathWorks Inc., Natick, MA). The data acquired along the radial trajectory were first interpolated on a three dimensional Cartesian grid before applying the conventional inverse Fourier transform. A convolution-based interpolation was used with a Kaiser-Bessel convolution kernel. The density compensation was performed as explained in (8) (p. 516). First, an image with value 1 on the entire radial trajectory was gridded on the Cartesian grid. This leaded to a weight-map on the Cartesian grid. Then, the gridded values of the sodium images were point-wise normalized by the previously computed weight-map.

**SNR comparison between the GRE and UTE protocols**

A one-night scan of 64 consecutive acquisitions on the V20 phantom was performed for each of the GRE and UTE sequences. The 7 closest planes to the isocenter of the UTE images, which cover the 33 mm thick slice of the GRE sequence, were averaged to obtain 64 2-dimensional (2D) images. For both acquisitions (GRE and UTE), the 64 2D images were averaged to obtain a 2D average signal map.
Similarly, the standard deviation over the 64 acquisition was computed for each voxel and resulted in a 2D standard deviation map. The SNR map was then computed for each protocol by dividing point wise the average signal map by the standard deviation map, and dividing the result by the square root of 64. The SNR maps of the UTE and GRE protocols were then compared as described in the statistical analysis section.

**Measure of $T_{2f}$ and $T_{2l}$**

Four repeated scans were performed on a healthy volunteer with the UTE sequence and with the echo times 0.197, 0.397, 0.797 and 6.00 ms respectively. No correction of the sodium images was needed since only the signal relative intensity was important to determine the decay time constants. For each of the four scans, the signal intensity was averaged in ROIs drawn on the TSE images as described in the next subsection. The resulting four values were then fitted as a function of the echo times by the use a least-square bi-exponential fitting procedure. A value for $T_{2f}$, $T_{2l}$ and the fraction of the fast decaying signal component ($F_0$) was obtained. The same procedure was applied to the reference phantoms present under the coil during this scan to estimate the corresponding $T_{2f}$ and $T_{2l}$ constants.

A similar experiment was also performed on the validation phantoms. The only two differences with the in vivo scan were that seven scans were performed (instead of four) with the respective echo times 0.197, 0.397, 0.797, 1.597, 3.197, 6.397 and 12.797 ms, and that the signal intensity was average in a rectangular ROI.

**Quantification of the sodium concentration**

In phantoms, the sodium images were corrected for the $B_1^*$ and $B_1^-$ inhomogeneities in two different ways. One method used a variant of the double-flip angle method and is described in the supplementary information available online. We called this correction method the “flip-angle correction” in this article. The other method was a normalization of the sodium image by the average signal map computed with the 64 acquisitions in the V20 phantom (see the SNR comparison subsection). This correction method was called the “normalization-correction”. After the sodium image was corrected for $B_1^*$ and $B_1^-$ inhomogeneities, the signal was averaged in a rectangular ROI. This rectangular region excluded every voxel lying higher than the picture row (or line) 44, numbered from the top of the picture, because they were too far from the coil to contain a reliable signal intensity. This rectangular region also excluded every voxel lying under that the picture row number 48 (close to the coil). The reason for that exclusion is that the detected signal intensity in those voxels was unreliable because the $B_1^*/B_1^-$ correction methods failed very close to coil. The signal intensity (after correction) was then averaged and converted into a sodium concentration by a piecewise linear interpolation between the signal values of the reference phantoms.

In volunteers, the TSC was assessed in a similar way as in the phantom, but with two additional steps. The first one was to correct the signal intensity in the leg and in the reference phantoms because of their different $T_{1*}$-decays. This was done using the estimation of the $T_{1*}$-decay parameters of both compartments (leg and reference phantoms) measured as described in the previous subsection, and by dividing the signal intensities of each compartment by its respective correction factor $\beta_i$ defined in the supplementary information (the $T_1$ relaxation effect was neglected, see the discussion section). The second additional step was to segment the leg muscle to average the signal intensity in it. The segmentation was done manually by drawing regions of interest on each T2-weighted image acquired with the TSE sequence. The muscles were included inside the segmentation while fat and bones were excluded. Additional exclusion regions were drawn on the T2-weighted images around the vessels of large caliber (detected as dark spots) and fat infiltrations (bright voxels). As explained above for phantoms, voxels of the row higher than 44 and lower than 48 were also excluded of the segmentation. The sodium signal intensity of the sodium corrected images was then averaged inside the segmented region for the TSC quantification. The 9 closest plans to the isocenter were considered for the TSC quantification with the UTE sequence. The average signal intensity in the muscles was then turned into a sodium concentration as for the phantoms. All the post processing was done with Matlab 8.6 R2015b (TheMathWorks Inc., Natick, MA).

**Validation and reproducibility study**

To perform a validation test on the method, the four validation phantoms with known NaCl concentrations were scanned with the apparatus including the reference phantoms as described above and their sodium concentration was quantified. To assess the reproducibility
of this method, each validation phantom was scanned 5 times. Before every scan, the phantom was taken out of the scanner, re-entered, the shimming was repeated and the frequency was calibrated. All the phantom experiments were done with the GRE and the UTE sequence for comparison.

In order to test the reproducibility on human volunteers, each protocol was performed two times in each volunteer and at the same site (i.e., the upper leg muscles). As a byproduct of these data, an in-vivo comparison between the GRE measurement against the UTE measurement could be performed.

**Statistical analysis**

The reproducibility of the phantom measurements was quantified by the coefficient of variation (CV) that we defined as the standard deviation of the 5 measurements divided by their average value. The accuracy of the method was quantified by the bias that we defined as the difference between the average of the five measurements and the known sodium concentration, and then divided by the known sodium concentration. Four biases and four standard deviations were thus obtained, one for each validation phantom. To assess if the biases of the method, as measure in the four validation phantoms, were significantly different from 0, a two tailed \( t \)-test was used on the five measurements.

To decide if the GRE sequence had a different SNR than the UTE sequence, the pixel-by-pixel difference between the two corresponding SNR maps was listed and a two-tailed \( t \)-test was performed to assess if the mean value of this list was significantly different from 0.

The reproducibility of the TSC measurements on volunteers was assessed by the mean relative difference between the first and the second measurement, that is, the magnitude of the difference divided by the average of both measurements. The bias between the GRE and the UTE measurements in volunteers was also assessed by the mean relative difference and its significance was assessed by a paired \( t \)-test. The Pearson-correlation between the UTE and GRE measurements in volunteers and the corresponding p-value were calculated with the function “corrcoef” of Matlab (The MathWorks Inc., Natick, MA).

To assess if the sodium signal decays measured in-vivo and in the reference phantoms were significantly better fitted by a bi-exponential model than a mono-exponential one, an F-test was applied as described in (9).

Any of these tests was considered as positive if the resulting \( P \) value was smaller than 0.01.

**Results**

**Phantom experiment**

Figure 2A and B display the signal mean intensity (on the V20 phantom) as a function of vRef for the GRE sequence resp. UTE sequence. We estimated from these curves that the optimal vRef was close to 90 V for the GRE sequence and close to 62 V for the UTE sequence.

Figure 3A displays the average signal map (of the 64 acquisitions) acquired on the V20 phantom with the GRE protocol, Figure 3B displays corresponding standard...
deviation map and Figure 3C displays the corresponding SNR map. Figure 3D displays average signal map acquired on the V20 phantom with the UTE protocol, Figure 3E displays corresponding standard deviation map and Figure 3F displays the corresponding SNR map. The voxel values of the picture row (or line) number 48 (considering the top row as row number 1) of both SNR maps is plotted in Figure 4. The SNR of the GRE protocol is larger on this picture row. By considering the SNR values of all voxels inside the phantom, the GRE sequence lead to an average SNR of 4.0 while this average was 1.5 for the UTE sequence (i.e., 2.7 times lower). This difference was statistically significant.

The results of the validation and reproducibility study performed on the phantoms are displayed in Table 1. All biases were significantly different from 0 [noted with an asterisk (*)]. The correction with the flip-angle method was feasible in the validation phantoms with the GRE protocol. It was however unreliable when using the UTE protocol because the SNR was not high enough. Only the normalization correction was used with the UTE protocol.

Figure 5A displays one of the sodium images acquired on the V20 phantoms with the GRE protocol. Figure 5B displays the corresponding corrected image (with the flip angle correction) and Figure 5C displays the signal intensity of the V20 phantom together with the signal intensity of the reference phantoms. The sodium concentration measured in this image was 18.0 mmol.

Figures 6A, B and C display the analog images of Figure 5 for the V20 phantom and with the use of the normalization-correction. It can be observed that the correction fails close to the coil. The sodium concentration measured in this image was 20.3 mmol/L.

Figures 7A, B, and C are the UTE counter parts of
Figure 6A, B and C. The 9 closest plans to the isocenter were average to obtain these 2D images. The sodium concentration measured in this image was 20.4 mmol/L. A view of a coronal plane of the 3D image is displayed in Figure 8A and shows the four references phantoms. The corresponding corrected image (with the normalization correction) is displayed in Figure 8B.

Figure S1 displays the $T_2^*$-signal decays measured in the four validation phantoms together with the corresponding bi-exponential fits. The median value over the four phantoms of the measured decay parameters were 5.26 ms, 43.2 ms and 63.8% for $T_{2f}$, $T_{2l}$ and $F_f$. The signal decays of all four phantoms were significantly better fitted with a bi-exponential than with a mono-exponential fit.

In vivo experiment
The in vivo measured sodium signal decay acquired in one

<table>
<thead>
<tr>
<th>Table 1 Validation and reproducibility of the NA-concentration measurements obtained with the GRE and UTE sequences in the validation phantoms and with the two different correction methods</th>
</tr>
</thead>
<tbody>
<tr>
<td>Phantoms</td>
</tr>
<tr>
<td>Flip-angle correction</td>
</tr>
<tr>
<td>GRE</td>
</tr>
<tr>
<td>Coefficients of variation</td>
</tr>
<tr>
<td>Bias</td>
</tr>
<tr>
<td>UTE</td>
</tr>
<tr>
<td>Coefficients of variation</td>
</tr>
<tr>
<td>Bias</td>
</tr>
<tr>
<td>Normalization correction</td>
</tr>
<tr>
<td>GRE</td>
</tr>
<tr>
<td>Coefficients of variation</td>
</tr>
<tr>
<td>Bias</td>
</tr>
<tr>
<td>UTE</td>
</tr>
<tr>
<td>Coefficients of variation</td>
</tr>
<tr>
<td>Bias</td>
</tr>
</tbody>
</table>

*, biases that are significantly different from 0 (P<0.01). The coefficient of variation is defined as the standard deviation divided by the mean and is written in percent (%). The bias, also written in percent (%), is defined as the average measured concentration minus the known concentration, and then divided by the known concentration. GRE, gradient echo sequence; UTE, ultrashort echo time.
of the additional volunteer is displayed in Figure S2A and was significantly better fitted with a bi-exponential model than with a mono-exponential one. For the fast decaying component, we measured a signal fraction $F_f=23.9\%$ with a time decay constant $T_{2f}=0.325$ ms. We measured a long time decay constant $T_{2l}=12.5$ ms. The reference phantoms in this experiment didn’t exhibit a bi-exponential decay, possibly because a too low SNR. However, a mono exponential fit on the signal decay of each reference phantom lead the following homogeneous results for the decay time constant: 13.5, 13.7, 13.8 and 13.4 ms. Figure S2B displays the in vivo signal decay together with the signal decay of each reference phantom.

In volunteers, the image correction with the flip-angle correction was not reliable for both the GRE and UTE images because the SNR was not sufficiently high. Therefore, only the normalization correction was achieved for in vivo acquisitions. Figure 9A displays the sodium image acquired with the GRE protocol in a volunteer. Figure 9B displays the corresponding corrected image (with the normalization-correction) and Figure 9C displays the average sodium signal intensity of the leg together with the signal intensities of the reference phantoms. The TSC measured with the GRE protocol in this volunteer was 10.7 mmol. Figure S3A displays a T2-weighted image (fourth slice) of the volunteer’s leg together with the ROI and the region of exclusion used for the sodium quantification. Figure S3B shows the sodium image acquired with the GRE protocol together with the same ROI and region of exclusion as...
Figure S3A.

Figure 10A displays the sodium image acquired with the UTE protocol (average of the 9 closest plans to the isocenter) in another volunteer. Figure 10B displays the corresponding corrected image (with the normalization correction) and Figure 10C displays the average sodium signal intensity of the leg together with the signal intensities of the reference phantoms. The TSC measured with the UTE protocol in this volunteer was 11.1 mmol. Figure S4A displays a T2-weighted image (slice number 7) of the volunteer’s leg together with the ROI and the region of exclusion used for the sodium quantification. Figure S4B shows the sodium image acquired with the UTE protocol (plane number 7) together with the same ROI and region of exclusion as Figure S4A.

The reproducibility study on the 11 volunteers lead a mean relative difference (between the first and the second measurement) of 3.0% for the GRE protocol and of 3.7% for the UTE protocol. Both GRE measurements from each volunteer were average in order to obtain 11 TSC for the GRE-protocol. Similary, 11 TSC values were obtained for the UTE protocol and compared pairwise to those of the GRE protocol. The mean relative difference between both was 10% and was significant, but the Pearson correlation of these two paired sets of values was significant and equal to 79%.

Discussion

The main findings of our study are: (I) TSC quantification in the human leg muscles using sodium MRI and a surface coil with symmetrically arranged reference phantoms is reproducible in humans and in phantoms (II) the GRE-
protocol leads to 2D images with a 2.7 times larger SNR than the UTE-protocol when compared for the same covered volume, (III) the quantification of the sodium concentration in phantoms is accurate when the UTE protocol is used on validation phantoms, but the quantification fails for small concentrations (10 mmol/L) when the GRE protocol is used.

The main potential limitation of our method is that the in-vivo measured sodium concentration may underestimate the true in-vivo sodium concentration because our values are roughly half of previously published values [see for example (10)]. The reason for this potential underestimation remains unclear as our method is accurate on phantoms (bias less than 10% for the UTE protocol with TE =0.197 ms). This underestimation (as compared to other studies) is maybe due to the inherent limitations of single loop surface coils because the TSC values measured in the leg muscles in other studies were all obtained with volume coils on the calves. Another possibility is that TSC may be lower in the upper leg than in the calves. This is to be explored by further 23NA studies since we is the first one performed on the upper leg, as far as we know. Another limitation of our study is the large bias (30%) affecting the GRE-protocol for the TSC estimations of small values (10 mmol/L for instance). A possible explanation may be that the low number of reference phantoms used in the GRE protocol do not allow to perform an accurate signal calibration. In fact, there are no 10 mmol/L reference phantoms in the GRE protocol, while there is one in the UTE protocol. This difference may explain that the UTE protocol does not suffer of the same bias as the GRE protocol.

As said in the method section, the T₁, relaxation effect
Figure 8 Coronal (horizontal) plane of a 3D sodium image acquired with the UTE protocol and displaying the 4 reference phantoms. (A) Displays a coronal plane of the 3D sodium image acquired with the UTE protocol and showing the four reference phantoms; (B) is the corresponding corrected image by use of the normalization correction. UTE, ultrashort echo time.

Figure 9 TSC quantification in the upper leg muscles of a volunteer with the GRE protocol and the normalization-correction. (A) Displays the sodium image acquired with the GRE protocol on a volunteer; (B) displays the corresponding corrected image by use of the normalization-correction; (C) illustrates the transformation of the signal intensity into a sodium concentration. GRE, gradient echo sequence.
was neglected for the TSC quantification. We justify this by the fact that the T₁-relaxation effect should, in the worst case, affect the image grey values (after normalization correction) by not more than 9%, which is small compared to the image noise. For this estimation, we considered the TR of 100 ms and some T₁ estimates from the literature (11,12) for agar phantoms and muscle. Concerning the effect of the voxel size on the signal intensity, this should be canceled by our normalization correction if we assume that the voxel size affects the signal intensity by a multiplicative factor, which depends on the voxel volume.

The fast decay time constant of the sodium signal (T₂f) is as small as 0.5–5 ms and represent a signal fraction F_f of about 60%, while the long decay time constant (T₂l) is about 15–30 ms and contributes to about 40% of the signal (5). For that reason, sequences with trajectories starting immediately from the center of k-space, i.e., UTE sequences, are commonly preferred for sodium because they minimize the effect of the fast transverse relaxation. Sequences exhibiting ultrashort echo times and simultaneously covering the k-space efficiently and homogenously have been developed (13-19). They exhibited an improved SNR and an improved spatial resolution as compared to the standard GRE or even the traditional 3DPR sequences (19). On the other hand, in the recent years, some authors have been very successful in quantifying

---

**Figure 10** TSC quantification in the upper leg muscles of a volunteer with the UTE protocol and the normalization-correction. (A) Displays the sodium image acquired with the UTE protocol on a volunteer; (B) displays the corresponding corrected image by use of the normalization-correction; (C) illustrates the transformation of the signal intensity into a sodium concentration. UTE, ultrashort echo time.
the TSC in the human leg muscles and skin by the exclusive use of the standard GRE sequence (4,10,20-22). This success may be partially explained by the fact that GRE takes advantage of the linear geometry of leg muscles. In fact, relatively thick transversal slices can be excited without causing partial volume effects between muscles and other tissues, and the signal can this way be increased proportionally to the voxel volume. The same is true for the skin of the leg, which has a planar geometry if the leg is lying on a plane surface. Moreover, by choosing the readout direction of the Cartesian trajectory to be parallel to the skin layer, the blurring along that direction caused by transverse relaxation during the echo is not a problem anymore for the quantification of sodium in the skin (22).

In addition, quantification of TSC in a homogenous muscle mass with large region of interests (ROIs) does not need the high spatial resolution furnished by the mentioned sophisticated sequences. The GRE sequence may also have the following advantage over UTE sequences for that specific application. The 3D UTE sequences are usually isotropic, in which case thick planes with smaller in plane voxel size are not achievable in contrast to the 2D GRE. For the same in plane resolution as a 2D GRE, a 3D isotropic UTE sequence needs many planes, say N, to cover the unique thick slice of the GRE. Averaging the N planes from the UTE acquisition, we obtain an SNR that is proportional to the covered volume divided by √N, while the GRE furnishes an SNR proportional to the covered volume itself. This represents an advantage of GRE over UTE for the sodium quantification in the upper leg, even if the same statement is not valid anymore in other organs with a non-linear geometry (i.e., where thick slices are not permitted because of partial volume). For these different reasons, it was not clear to the authors which protocol was better for TSC quantification in the leg muscles: the standard GRE sequence with a thick slice, or a 3DPR UTE sequence with an ultra-short echo time (UTE). This is the reason why a comparison between both protocols was performed. Ideally, any sequence used for TSC quantification in the leg should use both advantages: thick anisotropic voxels together with a UTE. Such sequences have been developed for sodium imaging (14,23) but are unfortunately not easily accessible since they are not commercially available.

The optimal amplitudes (vRef) of the excitation pulses of both sequences were found to be different and this can be explained as follow: the excitation pulse of the 2D GRE sequence was 2D selective, while the excitation pulse of the UTE sequence was spatially non-selective. Since the envelopes of both pulses were different but achieved the same flip angle, and since the flip angle is proportional to the area under the pulse envelope, the pulse amplitudes had also to be different as well.
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Correction of the B$_1^+$ and B$_1^-$ inhomogeneities with the “flip-angle correction”

As a matter of fact, the signal intensity of a voxel is well approximated by the following expression when a gradient echo sequence is used:

$$S_0 \cdot C \cdot \frac{1 - \beta_1}{1 - \cos(\alpha) \cdot \beta_1} \cdot \sin(\alpha) \cdot \beta_2$$  \[1\]

where $\alpha$ is the excitation angle in the voxel in question, $\beta_1 = e^{-TR/T_1}$, $\beta_2$ is the attenuation factor due to the $T_2^*$ decay, $S_0$ is proportional to the spin density, and $C$ is a spatially dependent coil sensitivity factor. Of note, $T_1$ depends on the voxel in question. For a mono-exponential decay, $\beta_2$ has the form

$$\beta_2 = e^{-TR/T_1}$$  \[2\]

while for a bi-exponential decay with fast decay time constant $T_{2p}$, long decay time constant $T_{2l}$ and a fraction of the fast decay component equal to $F_f$, the attenuation factor is

$$\beta_2 = F_f \cdot e^{-TE/T_{2f}} + (1 - F_f) \cdot e^{-TE/T_{2l}}$$  \[3\]

This attenuation factor depends also on the voxel through its three parameters. If we now acquire one image with a given excitation pulse amplitude leading to an excitation angle $\alpha$, and then a second image with an excitation pulse amplitude higher of a factor $q$, the excitation angle of the second image will be $q \cdot \alpha$. If, for the same voxel, the signal intensities corresponding to the two images are noted $S_1$ and $S_2$, it follows from eq. [1] that their ratio leads

$$\frac{S_2}{S_1} = \frac{\sin(q \cdot \alpha) \cdot 1 - \cos(\alpha) \cdot \beta_1}{\sin(\alpha) \cdot 1 - \cos(q \cdot \alpha) \cdot \beta_1}$$  \[4\]

This function of $\alpha$ can be numerically inverted to find $\alpha$, provided that the $T_1$ of the voxel is known. If in addition the attenuation factor $\beta_1$ is known, the factor $S_0 \cdot C$ can be extracted from eq. [1]. From the reciprocal theorem and from the hypothesis that the transmit field is quasi static, we can assume that the coil sensitivity factor $C$ is proportional to the B$_1^+$ field and thus proportional to $\alpha$. Dividing $S_0 \cdot C$ by $\alpha$ leads then in principle to a number that is only weighted by the spin density of the voxel. For $q=2$, this method is known as the “double flip angle method”.

Figure S1 Sodium signal decay acquired in the four validation phantoms with the UTE sequence together with the corresponding bi-exponential fits. UTE, ultrashort echo time.

Figure S2 Sodium signal decay acquired on a volunteer with the UTE sequences. (A) Displays the measured sodium signal decay acquired on a volunteer with the UTE sequence together with the corresponding bi-exponential fit; (B) displays the same decay as (A) with, in addition, the signal decays measured in the four reference phantoms during the same acquisition and the corresponding mono-exponential fit. UTE, ultrashort echo time.
We used the factor $q=1.38$ to corrected images acquired with the GRE sequence and the factor $q=1.41$ to corrected images acquired with the UTE sequence. To apply this correction to our images, we estimated the $T_1$ of the agar phantoms with a previously published heuristic equation (11) and a temperature of 20°. We used a $T_1$ of 28 ms. We approximated the $T_2^*$ decay of the reference agar phantoms as bi-exponential decay with the parameters measured in our multiple echo experiment on the validation phantoms.

**Supplementary discussion**

As briefly stated in the introduction, transmit and receive (Tx/Rx) surface coils deliver a spatially inhomogeneous transmit field and coil sensitivity pattern. Consequently, reference phantoms are not excited in the same way and their signal intensities are weighted by different coil sensitivities, if they are not symmetrically arranged with respect to the coil. Some methods allow compensating for the $B_1^+$ inhomogeneities (24-27) as well as the $B_1^-$ inhomogeneities (22,28). It is also possible to use adiabatic excitation pulses to obtain a spatially homogenous excitation independently of the $B_1^+$ inhomogeneities (29). But if these correction resp. excitation methods suffer of inexactitude, and if the reference phantoms are not symmetrically arranged with respect to the coil, the reference signal intensities from the phantoms, which serve for the calibration of TSC, are biased. We demonstrate on
validation phantoms that the use of symmetrically arranged reference phantoms allows to overcome these limitations and represents an improvement in the measurement of TSC with Tx/Rx surface coils.

Concerning the choice of the optimal protocol for Na23 MRI of legs, it is important to note that the measure of $T_{2f}$ can only be measured with the UTE sequence. Since this value is used in the quantification of TSC in the leg muscles, even by the use the GRE sequence, the use of the UTE sequence in the method remains important even if its SNR is smaller than GRE's.

In the intension of implementing NA MRI with a transmit and receive (Tx/Rx) surface coil at 3 Tesla (3T), the authors of the present article made a search on PubMed in order to get informed about the quantitative methods used until today. The following string was used for the search in the PubMed database:

(sodium OR Na OR 23Na OR NA OR 23NA) AND
(quantitative OR quantification OR content OR concentration) AND
(MRI OR (MR imaging) OR (MR images) OR (magnetic resonance imaging))

The authors did their best to detect all the articles presenting a method for quantitative sodium imaging in humans. It turned out that, up to very few exceptions, every reported method made use of external calibration phantoms with known sodium concentrations put inside the field of view during the scans, in order to transform the sodium signal intensity (SI) into a TSC. Methods that didn't do so were of four kinds. In the first, the method made use of a single homogenous phantom of know sodium concentration that was scanned subsequently and served to normalize the sodium images as well as to transform the SI in TSC (30). The second method, used in the same study as the first method, was an improvement with a correction of the transmit field inhomogeneity by the use of a transmit field mapping technique (30). In the third, the SI of tissues in the acquired sodium image was calibrated on the SI of tissues of known sodium concentration acquired in previous scans (for example (31)). And in the fourth method, the SI of cerebrospinal fluid (CSF) that was present in the field of view, with a known sodium concentration from previous studies, played the role of a reference phantom (32). Nevertheless, these four methods suffer of the following drawbacks. The first and third methods neglected the differences of coil loading present in different scans, while the fourth method suffers from the fact that sodium concentration of CSF varies with anatomical location (33). Concerning the second method, it is very time-consuming and could therefore not been applied to patient in the mentioned study. In a more often encountered method, the reference phantoms were scanned subsequently to the scan of the subjects (34-36). But even in this method, some other saline references were present in the field of view of the two scans (subject and references) in order to correct for the different coil loadings. In summary, up to the four mentioned exceptions that suffer of drawbacks due to the absence of reference phantoms during all scans, all methods for quantitative sodium MRI in humans make use of reference saline phantoms present in the field of view during the scan of the subjects. Reference phantoms for TSC quantification with sodium MRI are therefore important and, when a surface coil is used, the symmetrical arrangement of the phantoms with respect to the coil allows them to be excited in a similar manner and to lie in a similar coil sensitivity pattern.
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