Effects of radiation dose levels and spectral iterative reconstruction levels on the accuracy of iodine quantification and virtual monochromatic CT numbers in dual-layer spectral detector CT: an iodine phantom study
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Background: The purpose of this study is to investigate the accuracy of iodine quantification and virtual monochromatic CT numbers obtained with the dual-layer spectral CT (DLCT) using a phantom at different radiation dose levels and spectral iterative reconstruction (IR) levels.

Methods: An abdomen phantom with seven iodine inserts (2.0, 2.5, 5.0, 7.5, 10.0, 15.0, 20.0 mg/mL) was imaged using a DLCT scanner. Five repeated scans were performed at computed tomography dose index volume (CTDIvol) levels of 5, 10, 15, 20, 25 mGy at tube voltages of 120 and 140 kVp, respectively. Spectral-based images were reconstructed using four spectral IR levels (spectral level of 0, 2, 4, 6). Iodine density images and virtual monochromatic images (VMI) at energy levels of 50, 70 and 120 keV were created. The absolute percentage bias (APB) of the measured iodine concentration and the true iodine concentration, and the measured VMI CT numbers and the theoretical VMI CT numbers were compared to determine the difference of radiation dose levels and different spectral IR levels.

Results: At CTDIvol levels of 25, 20, 15, 10 mGy, radiation dose levels had no effect on the accuracy of iodine quantitation; at CTDIvol level of 5 mGy, the accuracy of iodine quantification was the poorest, with the mean APBob of 4.33% (P<0.05). There was no significant difference in the accuracy of iodine quantitation between 120 and 140 kVp (P=0.648). At energy levels of 50, 70 and 120 keV, there was no significant difference in the accuracy of the VMI CT numbers among the CTDIvol levels of 25, 20 and 15 mGy. However, the accuracy of VMI CT numbers was significantly degraded at the CTDIvol levels of 10 and 5 mGy (P<0.05). At energy level of 50 keV, the accuracy of VMI CT numbers was not affected by tube voltages (kVps) used (P=0.125). At the energy levels of 70 and 120 keV, 140 kVp produced a smaller bias than 120 kVp, with the mean APBob of 3.62% vs. 2.99% for 70 keV (P<0.01), and 11.65% vs. 9.28% for 120 keV (P<0.01), respectively. Spectral IR levels did not affect the accuracy of iodine quantification and VMI CT numbers (P=0.998, P=0.963).

Conclusions: The accuracy of iodine quantification and VMI CT numbers was only affected by very low radiation dose levels. At the clinically applied radiation dose levels of >10 mGy, the accuracy of both iodine quantification and VMI CT numbers is relatively stable and high.
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Introduction

Recent investigations have shown that dual-energy computed tomography (DECT) allowed for a more accurate disease detection, diagnosis, tumor differentiation and quantitative assessment when it had been compared to the conventional CT (1-5). To improve the detectability of some abdomen lesions, an injection of iodine contrast agents is usually required to enhance the visualization of the abdominal vessels and tissues. With a conventional CT, lesions can only be assessed by measuring the Hounsfield units (HU) in grayscale mode. But with DECT technology, material decomposition and qualification can be performed to measure iodine concentration in blood vessels and tissues, which is helpful for the doctors to provide a more definitive diagnosis (3,5). For example, iodine quantification is useful for tumor vasculature characterization, tumor burden evaluation, therapeutic response assessment, and cancer classification (6-8). In addition, a virtual monochromatic image (VMI) of the specified energy level can be generated. Higher attenuation of iodine at low energy level (around 40–60 keV) is useful for better conspicuity of hypovascular lesions (9,10). Even with a reduced contrast agent dose, low energy VMI can provide better contrast enhancements and better image quality in CT angiography when compared to conventional CT images (11,12). At medium energy level (around 60–80 keV), VMI are similar in overall appearance to routine conventional 120 kVp images, which was reported to have an optimal peak contrast-to-noise ratio for soft tissue, as well as being suitable for the evaluation of hypervascular lesions (13-15). High energy level (above 80 keV) VMI enables the reduction of beam-hardening, metallic and calcium blooming artifacts, which can improve the accuracy of lesion boundary identification, vascular stenosis evaluation or calcification extent assessment (16,17).

The main technical approaches for DECT previously were dual-source CT (DSCT) and fast-kV switching CT (KVSCT) (18,19). DSCT obtains high and low energy data via two separate data acquisition systems (i.e., tube and detector) and performs material decomposition in image space. KVSCT acquires high and low energy data set via rapid tube voltage switch between 80 and 140 kVp and performs material decomposition in projection space. More recently, a dual-layer spectral CT (DLCT) has been introduced for clinical usage, representing an alternative approach for DECT. This system simultaneously acquires energy-sensitive data via the dual-layer detector; the upper layer absorbs lower energy photons and the lower layer absorbs higher energy photons simultaneously (20). The resulting datasets are spectral-base-images (SBI) reconstructed from the low and high energy data in projection space together with spectral iterative reconstruction (IR) algorithm. For a given tube voltage, seven levels of spectral IR settings (L0–L6) are provided which can achieve the noise reduction capability which is similar to the hybrid IR (iDose, Philips Healthcare, Cleveland, OH, USA) level. The SBI contains the relevant information needed to generate the VMIs for the retrospective spectral analysis, without the need for an additional reconstruction or post-processing. This novel technique has a near-perfect spatial and temporal alignment, and allows material decomposition in projection space, resulting in a more accurate material qualification and beam-hardening reduction. Being retrospective in nature, these spectral reconstructions are always available on-demand, demonstrating the technology to have workflow benefits in a clinical setting (21).

For wide-scale adoption of DLCT technology in clinical practices, the prerequisite is the high accuracy and repeatability of iodine concentration and VMI CT numbers when performing quantitative analysis at different settings of tube voltage, tube current, and spectral IR level. So far, only a few studies have addressed these questions (22-25). In the present study, we used an iodine phantom to perform a DLCT quantitative experiment at different tube voltages, different computed tomography dose index volume (CTDIvol) dose levels, and different spectral IR levels to investigate the effects of these parameters on the accuracy of iodine quantification and VMI CT numbers.

Methods

Phantom description

A Gammex 472 phantom (QRM, GAMMEX, Inc. Middleton, WI, USA) was used in this study. The phantom is a solid water disk with a diameter of 33 cm, and thickness of 5 cm (an average size of pelvis). The phantom contains two concentric rings with eight holes in each concentric ring. Seven iodine inserts with different concentrations of iodine (2.0, 2.5, 5.0, 7.5, 10.0, 15.0, 20.0 mg/mL) were placed inside the inner ring holes. The left holes were filled with solid water inserts or soft tissue inserts whose density was close to water. All inserts were 2.8 cm in diameter and 7 cm in length (Figure 1).
Image acquisition

Images were acquired using a DLCT scanner (IQon spectral CT, Philips Healthcare, Cleveland, OH, USA) at five radiation dose levels: with CTDI_{vol} of 25, 20, 15, 10, 5 mGy each at tube voltages of 120 and 140 kVp. For each tube voltage setting, the tube current-time product (mAs) was adjusted to attain a targeted CTDI_{vol}. With a tube voltage of 120 kVp, the mAs values that were used were 204, 163, 122, 82 and 41 mAs, respectively. Correspondingly 142, 114, 85, 57 and 29 mAs, respectively with the use of 140 kVp. Other scanning and reconstruction parameters were fixed, such as the gantry rotation time of 0.75 seconds, pitch of 0.810, detector collimation of 16 mm × 0.625 mm, FOV of 350 mm, slice thickness of 3 mm, standard B kernel. Each acquisition was repeated five times. SBI was reconstructed with four different spectral levels (i.e., level 0, 2, 4, 6) for each acquisition.

Image analysis

All images were analyzed using a commercially available workstation (IntelliSpace Portal version 9.0.1.61510, Philips Healthcare). The iodine density map was generated from SBI for obtaining the Iodine concentration measurement. Likewise, VMI images of 50, 70 and 120 keV, representing low, medium and high energy images were generated for the CT value (HU) measurement. The iodine concentration and VMI CT numbers measurements were performed at three consecutive central axial images in the central slices of the phantom. Circular ROIs of approximately 350 mm² area were manually placed at the center of each insert. The ROIs did not include the edge of the inserts to avoid the impact of partial volume effect.

Figure 1 The Gammex 472 phantom with 7 iodine (2.0, 2.5, 5.0, 7.5, 10.0, 15.0, 20.0 mg/mL) inserts in the inner ring holes. Iodine density map (A) and virtual monochromatic images at (B) 50 keV, (C) 70 keV, (D) 120 keV are shown.
Iodine quantification

In total, 1,400 measurements of iodine concentration obtained from the acquisitions and reconstructions using different parameters (120 & 140 kVp, five CTDI_{vol} levels, four spectral IR levels) with five repeat scans and seven iodine concentrations were analyzed.

Iodine concentration bias between the measured iodine concentration (C_{measured}) and the true iodine concentration (C_{true}) of each iodine insert was calculated. The accuracy of the iodine quantification was defined as the absolute percentage bias (APB_{iodine}), which was calculated according to the following equation:

\[ APB_{iodine} = \left| \frac{C_{measured} - C_{true}}{C_{true}} \right| \times 100\% \]  

[1]

VMI quantification

A total of 4,200 measurements from the VMI CT numbers were obtained from the acquisitions and reconstructions using different parameters (120 & 140 kVp, five CTDI_{vol} levels, four spectral IR levels) with five repeat scans, of which three energy levels and seven iodine concentrations were analyzed.

Theoretical CT numbers at each energy level was calculated according to the chemical composition and density of each insert provided by the manufacturer.

\[ HU(E) = 1000 \times \left[ \frac{\mu(E)}{\rho_{iodine}} - \mu(E)_{water} \right] \]  

[2]

where \( \rho_{iodine} \) is the mass density of the iodine inserts, \( \mu(E) \) is the mass attenuation coefficient of the insert at energy, and \( \mu(E)_{water} \) is the mass attenuation coefficient of water at energy \( E \).

The mass attenuation coefficients were calculated from the National Institute of Standards and Technology (NIST) XCOM database (26). Theoretical CT numbers for each iodine insert at energy levels of 50, 70 and 120 keV are shown in Table 1.

VMI CT number bias between the measured VMI CT numbers (HU_{measured}) and theoretical VMI CT numbers (HU_{theoretical}) of each iodine insert was calculated. The accuracy of VMI CT numbers was defined as the absolute percentage bias (APB_{HU}), which was calculated according to the following equation:

\[ APB_{HU} = \left| \frac{HU_{measured} - HU_{theoretical}}{HU_{theoretical}} \right| \times 100\% \]  

[3]

Statistical analysis

Statistical analyses were performed using the SPSS Statistics software (version 21.0, IBM). To assess the effects of the individual impacting parameter of CTDI_{vol}, tube voltage (kVp), spectral IR on the overall quantification accuracy of iodine and VMI CT numbers. The measurement data was pooled, keeping one parameter fixed for separate analysis. In addition, the effects on quantification accuracy of five CTDI_{vol} levels and two kVp combination settings were also analyzed, respectively. The Kruskal-Wallis test with the Bonferroni adjustment method was used to compare the mean APB of the accuracy of iodine quantification and VMI
Iodine quantification accuracy

The range of overall iodine concentration bias using both kVps for all iodine inserts was -1.27 to 0.74 mg/mL, with the largest mean APB\textsubscript{iodine} of 3.21%.

Across both kVps, the CTDI\textsubscript{vol} levels of 25, 20, 15 and 10 mGy had no effect on iodine quantification accuracy. The mean APB\textsubscript{iodine} was 3.00%, 3.03%, 2.86% and 3.16%, respectively. At a CTDI\textsubscript{vol} level of 5 mGy, the accuracy of iodine quantification was the poorest, with a mean APB\textsubscript{iodine} of 4.33%. In addition, a significant difference in accuracy of iodine quantification between a CTDI\textsubscript{vol} level of 5 mGy and CTDI\textsubscript{vol} levels of 25, 20, 15 and 10 mGy was found (P<0.05) (Figure 2).

While evaluating the measurements between 120 and 140 kVp, the accuracy of iodine quantification was slightly (not significantly) higher in the 140 kVp compared to the 120 kVp (P=0.648), with the mean APB\textsubscript{iodine} of 3.01% and 3.42% for 140 and 120 kVp, respectively (Figure 3).

While assessing the iodine accuracy for each CTDI\textsubscript{vol} level and kVp combination setting, the poorest accuracy was found to be a low CTDI\textsubscript{vol} level of 5 mGy with the mean APB\textsubscript{iodine} of 5.11% at 120 kVp (P<0.05) and 3.72% at 140 kVp (P<0.05) (Figure 3). There were no significant differences of the iodine accuracy at 25, 20, 15 and 10 mGy for both 120 kVp and 140 kVp combination settings.

When the true iodine concentration was 7.5 and 10.0 mg/mL, the bias between the measured iodine concentration, and the true iodine concentration was the smallest at all studied CTDI\textsubscript{vol} levels except for CTDI\textsubscript{vol} level of 5 mGy.

The accuracy of iodine quantification was not influenced by different spectral IR levels. There was no significant difference in the accuracy of iodine quantification between

CT numbers between different the subgroups. The Mann-Whitney U-test was used to compare the two groups. A level of P<0.05 was considered to be statistically significant. The variability of iodine concentration and VMI CT numbers obtained from the five repeat scans was analyzed using the standard deviation. Box-Whisker-plots were used to show the statistical data. Values that exceeded 1.5 times interquartile range were marked as outliers.

Results

Iodine quantification accuracy

The range of overall iodine concentration bias using both kVps for all iodine inserts was -1.27 to 0.74 mg/mL, with the largest mean APB\textsubscript{iodine} of 3.21%.

Across both kVps, the CTDI\textsubscript{vol} levels of 25, 20, 15 and 10 mGy had no effect on iodine quantification accuracy. The mean APB\textsubscript{iodine} was 3.00%, 3.03%, 2.86% and 3.16%, respectively. At a CTDI\textsubscript{vol} level of 5 mGy, the accuracy of iodine quantification was the poorest, with a mean APB\textsubscript{iodine} of 4.33%. In addition, a significant difference in accuracy of iodine quantification between a CTDI\textsubscript{vol} level of 5 mGy and CTDI\textsubscript{vol} levels of 25, 20, 15 and 10 mGy was found (P<0.05) (Figure 2).

While evaluating the measurements between 120 and 140 kVp, the accuracy of iodine quantification was slightly (not significantly) higher at 140 kVp compared to the 120 kVp (P=0.648), with the mean APB\textsubscript{iodine} of 3.01% and 3.42% for 140 and 120 kVp, respectively (Figure 3).

While assessing the iodine accuracy for each CTDI\textsubscript{vol} level and kVp combination setting, the poorest accuracy was found to be a low CTDI\textsubscript{vol} level of 5 mGy with the mean APB\textsubscript{iodine} of 5.11% at 120 kVp (P<0.05) and 3.72% at 140 kVp (P<0.05) (Figure 3). There were no significant differences of the iodine accuracy at 25, 20, 15 and 10 mGy for both 120 kVp and 140 kVp combination settings.

When the true iodine concentration was 7.5 and 10.0 mg/mL, the bias between the measured iodine concentration, and the true iodine concentration was the smallest at all studied CTDI\textsubscript{vol} levels except for CTDI\textsubscript{vol} level of 5 mGy.

The accuracy of iodine quantification was not influenced by different spectral IR levels. There was no significant difference in the accuracy of iodine quantification between
the different spectral IR levels (P=0.998) (Figure 4).

Analysis of the variability (standard deviation) of all measurements obtained from five repeat scans showed that with the decrease in CTDI vol level, the standard deviation in measurement error increased, with the maximum standard deviation at CTDI vol level of 5 mGy. Moreover, with the increase in iodine concentration, the variability in measurement error was decreased, with the maximum standard deviation at iodine concentrations of 2.0 and 2.5 mg/mL. When iodine concentration was >5 mg/mL, the standard deviation was lower than 1% of all the studied CTDI vol levels, with the exception of CTDI vol level of 5 mGy (Figure 5).

**VMI CT numbers quantification accuracy**

The overall bias ranges of the VMI CT numbers of all iodine inserts at energy levels of 50, 70 and 120 keV was -34.4 to 28.9 HU, -18.8 to 5.3 HU and -9.6 to 17.9 HU, respectively, with the mean APB HU of 1.74%, 2.51% and 10.47%, respectively across both 120 and 140 kVp scans.

The CTDI vol levels had effects on the accuracy of VMI CT numbers at low, medium and high energy levels for both kVp settings. The accuracy was poorer at lower CTDI vol levels of 10 and 5 mGy compared to other CTDI vol levels (P<0.05). The mean APB HU over all measurements at 10 and 5 mGy was 1.82% and 2.03% for 50 keV, 3.52% and 5.16% for 70 keV, 11.79% and 13.40% for 120 keV, respectively. However, there was no significant difference in VMI CT numbers which were observed between CTDI vol levels of 25, 20 and 15 mGy (Figure 6).

To summarize the measurements between 120 and 140 kVp, tube voltage had different influences on the accuracy of the VMI CT numbers at the three energy levels. At energy level of 50 keV, the mean APB HU had no significant difference between 120 and 140 kVp (1.67% vs. 1.83%, P=0.125). At energy levels of 70 and 120 keV, 140 kVp produced a higher accuracy compared to 120 kVp, the mean APB HU of at 120 and 140 kVp being 3.62% vs. 2.99% for 70 keV (P<0.01), and 11.65% vs. 9.28% for 120 keV (P<0.01), respectively (Figure 7).

Analyzing the quantification accuracy of the VMI CT numbers at each CTDI vol level and kVp setting, we observed relatively poor accuracy at three energy levels at CTDI vol of 10 and 5 mGy for both kVp settings. However, there was no significant difference at the 140 kVp setting between 15 and 10 mGy both for 50 and 70 keV, and between 25, 20, 15 and 10 mGy for 120 keV, respectively.

The overall accuracy of the VMI CT number quantification for each of the true iodine concentration was different at low, medium, and high energy levels (Figure 6), with the accuracy being higher at true iodine concentrations larger than 5 mg/mL. The accuracy was degraded at iodine concentrations of 2.0 and 2.5 mg/mL.
concentrations of 2.0 and 2.5 mg/mL, with the mean APB$_{\text{HU}}$ over all measurements of 3.09% and 2.16% for 50 keV, 6.28% and 6.41% for 70 keV, 28.12% and 24.84% for 120 keV, respectively.

The spectral IR levels used for reconstructions did not influence the accuracy of VMI CT numbers, with no significant differences observed in the quantification accuracy of VMI CT numbers among the different spectral IR levels ($P=0.963$) (Figure 8).

The pattern of changes in the standard deviation of the APB$_{\text{HU}}$ for the repeated scans at different CTDI$_{\text{vol}}$ levels for each iodine concentration was similar at the low, medium, and high energy levels. The standard deviation decreased with an increase in CTDI$_{\text{vol}}$ dose levels and iodine concentrations. At CTDI$_{\text{vol}}$ levels of 5 and 10 mGy, the standard deviation value was relatively high, especially at lower iodine concentrations of 2.0 and 2.5 mg/mL. For VMI energy level of 50 keV, the standard deviation of an iodine concentration of 2.0 mg/mL was nearly 5% at 5.0 mGy, while that of other iodine concentrations

Figure 6 The percentage bias between measured and theoretical VMI CT numbers for each iodine insert at energy levels of (A) 50 keV, (B) 70 keV, and (C) 120 keV. The accuracy of VMI CT numbers quantification increased with increases in CTDI$_{\text{vol}}$ level and true iodine concentration at three energy levels. For each iodine insert, the bias was the highest at CTDI$_{\text{vol}}$ levels of 10 and 5 mGy. For each CTDI$_{\text{vol}}$ level, the bias was greater at true iodine concentrations of 2.0 and 2.5 mg/mL. The accuracy of total VMI CT numbers quantification at energy level of 50 keV was higher than that at energy levels of 70 and 120 keV.
were below 2.5%. For VMI energy level of 70 keV, the standard deviation of iodine concentration of 2.0 mg/mL was >2% at 5 and 10 mGy, both greater than other iodine concentrations. For VMI energy level of 120 keV, the standard deviation of iodine concentrations of 2.0 and 2.5 mg/mL were greater than other iodine concentrations at all CTDI_{vol} levels (Figure 9).

**Discussion**

In this study, we performed quantitative experiments on an iodine phantom using the DLCT technology which produced scans at different tube voltages, different CTDI_{vol} dose levels, and spectral reconstructions using different spectral IR levels to investigate the effects of these parameters on the accuracy of iodine quantification and VMI CT numbers. Our results showed that the total iodine quantification bias ranged from −1.27 to 0.74 mg/mL, with the mean APB of 3.21%. The total VMI CT numbers bias ranged from the energy levels of 50, 70 and 120 keV was −34.4 to 28.9, −18.8 to 5.3 and −9.6 to 17.9 HU, respectively, with the mean APB of 1.74%, 2.51% and 10.47%, respectively across both tube voltages. Several iodine phantom quantitative studies have demonstrated the different levels of accuracy of DLCT-based iodine quantification and VMI CT numbers determination, all of which had showed a high accuracy. Duan et al. (27) have reported that a tube voltage of 120 kVp and CTDI_{vol} level of 26.1 mGy, the bias range was −0.46 to 0.1 mg/mL with the percentage bias being −16% to 0.5% for iodine concentration and −17.7 to 55.7 HU for VMI CT numbers. Jacobsen et al. (28) have found that when true iodine...
concentrations were 2, 5 and 15 mg/mL, the mean iodine concentration bias was 1.03±0.07 and 1.12±0.31 mg/mL for 120 and 140 kVp, respectively.

There are very few investigations studying the effects of different radiation dose levels on the iodine quantification accuracy of DLCT. In the current study, radiation dose level at 10 mGy or higher had no effect on iodine quantification; when radiation dose level was reduced at 5 mGy, the accuracy of iodine quantification was significantly degraded. At energy levels of 50, 70 and 120 keV, the accuracy of VMI CT numbers was significantly degraded at radiation dosage of levels below 10 mGy. However, it must be stated that radiation dose levels of 5 mGy is well below what is normal for a standard clinical routine, especially for routine abdominal CT scans. When radiation dose levels of 5 mGy, a streaking artifact caused by X-ray photon starvation was observed. This could help explain the degradation of the accuracy of iodine quantification and VMI CT numbers at the 5 mGy radiation dose.

Our results showed that at low, medium and high energy levels, the accuracy of the VMI CT numbers determination was significantly degraded when the CTDIvol level was 10 mGy or lower; while the accuracy of the iodine quantification was significantly degraded when the CTDIvol level was 5 mGy or lower. Therefore, at a CTDIvol level of 10 mGy or lower, the quantification of VMI CT numbers tended to be affected by the radiation dose. Again, it must be emphasized that in clinical practice, a CTDIvol level of 10 mGy or lower is not commonly used for adult abdominal CT scans. In our medical institution, the CTDIvol level used for medium-sized adult abdomen scans is typically 15–20 mGy. Results from this study have shown that

Figure 8 Comparison of quantification accuracy of measured VMI CT numbers among different spectral iterative reconstruction (IR) levels (A) 50 keV, (B) 70 keV, and (C) 120 keV. Spectral IR levels did not influence the accuracy of VMI CT numbers quantification.
there is a possibility to further reduce the radiation dose in DLCT imaging without compromising the accuracy of iodine quantification and VMI CT number determination.

In this study, we observed that 140 kVp provided some improvements in the accuracy of iodine quantification when it was compared to 120 kVp (although not significant). At energy levels of 50, 70 and 120 keV, 120 and 140 kVp had different effects on the accuracy of VMI CT number determination. At the energy level of 50 keV, the two tube voltages had no effect on the accuracy of the VMI CT numbers. At energy levels of 70 and 120 keV, 140 kVp produced smaller bias of VMI CT numbers compared to 120 kVp. Similar findings about the effects of tube voltage on the accuracy of DLCT-based quantification were reported in other studies. A recent study measuring iodine concentration in Gammex phantom, using tube voltages of 120 and 140 kVp, radiation dose levels of 20 and 30 mGy, rotation times of 0.33 and 0.75 seconds, spectral IR levels of 0 and 3 demonstrated that the accuracy of iodine quantification was not highly sensitive to these parameters, indicating that stability in the accuracy of those measurements (23). In addition, the study also reported that there was no significant difference in the accuracy of iodine quantification between 140 and 120 kVp, and a higher tube voltage had produced a smaller iodine quantification bias. At higher tube voltages, DLCT makes for an improved method for allowing more high-energy photons to reach the lower layer of the detector, resulting in a greater spectral

Figure 9 Standard deviation (SD) of the difference between measured and theoretical VMI CT numbers from five repeated acquisitions (A) 50 keV, (B) 70 keV, and (C) 120 keV. At three energy levels, SD for each iodine insert tended to decrease with increases in CTDIvol level and true iodine concentration. SD at true iodine concentrations of 2.0 and 2.5 mg/mL was greater than at higher true iodine concentrations studied.
separation and more accurate quantitative data.

Compared with higher iodine concentrations, the accuracy of iodine quantification and VMI CT numbers at lower iodine concentrations of 2.0 and 2.5 mg/mL were relatively lower. However, while the APBs of iodine quantification at these iodine concentrations were 8.33% and 5.56%, the absolute bias was less than 0.2 mg/mL. This difference of iodine quantification is acceptable for clinical evaluation of lesions with iodine uptakes above 2 mg/mL (29).

Similarly, for the assessment of accuracy of VMI CT number quantification of each true iodine concentration, of the measured values at 2.0 and 2.5 mg/mL showed relatively poor APB at 50, 70 and 120 keV, but the absolute bias from theoretical CT numbers was less than 5 HU for 50 and 70 keV, and about 6 HU for 120 keV. Therefore, when performing a VMI quantitative assessment of the CT numbers at three energy levels, the impact of such a difference is small. It must also be stated that the findings of the phantom study may somewhat differ from the in vivo measurements from the clinical patients. Our study used pure solid iodine in the phantom inserts, while the iodine quantification in DLCT is optimized for clinical applications with mixtures of iodine contrast agent with blood or tissue, and the quantitative values depend on the background material in which the iodine is embedded (24).

The results presented in this study show that the use of spectral IR did not affect the accuracy of iodine quantification and VMI CT numbers at different CTDIvol levels. Our findings are consistent with other DLCT-based works (22,23,30). This can be possibly explained by the energy spectral data acquisition process of the DLCT system, which first deals with the calculation of the spectral data and then performs the operation of IR, making the possibility of modification through IR quite limited (31). Several studies have shown that even at low energy levels, noise is still maintained at a very low level in DLCT (24,32). Sellerer et al. (33) have found that at energy level below 80 keV, image noise increases in DSCT and KVSCT, while DLCT exhibited no significant changes in the noise levels over the entire range of VMIs. The observed increase in image noise comparing the 40 keV to 140 keV was 14% for DLCT, compared to 265% using DSCT and 363% using KVSCT. In the DLCT system, the SBI is generated via projection space decomposition for low and high energy data to scatter-like (SC) and photoelectric-like (PE) data. The resulting noise for these two sets of data is anti-correlated, i.e., when the noise of SC component is high, then the corresponding noise of PE is low and vice-versa.

This difference is suppressed by incorporating a statistical approach in the reconstructions of SC and PE images (31,32). Likewise, Sakabe et al. (34) investigated the image quality characteristics of VMI in DLCT by using the iodine phantom study. They reported that VMI images exhibit stable image noise over the entire energy spectrum, and the iodine VMI CT numbers for the iodinated enhancing materials were similar regardless of phantom size and acquisition method at each energy level. However, our study did not investigate the relationship between image noise and quantification indices, which will be addressed in future studies.

Consistent with the findings from other researchers, it is difficult to directly compare our results with those reported in other spectral CT studies, because various factors may affect the results. For example, different phantoms, scanning parameters, reconstruction algorithms, and scanners technology (27,35,36). Moreover, several phantom quantitative studies have been conducted on the comparison of different DECT scanners and different protocols (23,25,28,30,33). The phantom used in this experiment is made of uniform water-equivalent material. Moreover, this study did not take in consideration various factors from the heterogeneous environment of the real patients, especially without the inclusion of simulated osseous structures. Scholars have reported that at radiation levels of 20 and 30 mGy, the quantification error of iodine at 2.0 and 2.5 mg/mL was slightly increased (23). Another limitation is that we used a phantom that simulated an adult medium size. We did not evaluate scanners using different phantom sizes. Several studies have shown higher accuracy of iodine quantifications and VMI CT numbers determination in small-sized phantoms (22,33). The effects of the sizes of phantoms will be considered in future studies. The chemical composition of the phantom used in this study was provided by the manufacturer. Although the phantom itself has high precision, it is difficult to recalibrate it on the scanner, and from there, it remains unavoidable to not have a deviation between the calculated reference value and the true value. This study only evaluated the effects of a radiation dose and the IR on the accuracy of iodine quantification and VMI CT numbers determination. The effects of radiation dose and spectral IR on the objective and subjective indices of image quality will be investigated in future studies.

To conclude, DLCT-based accuracy of iodine quantification and VMI CT numbers determination are not affected by tube voltage and the use of spectral IR in protocols with radiation dose typically used in clinical
routine. DLCT has the potential to further decrease radiation dose without losing the accuracy of energy spectrum quantification. Our experimental results provide valuable evidence for setting reasonable radiation dose levels for DLCT clinical applications.
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