Estimating extraction fraction and blood flow by combining first-pass myocardial perfusion and T1 mapping results
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Background: Quantifying myocardial perfusion is complicated by the complexity of pharmacokinetic model being used and the reliability of perfusion parameter estimates. More complex modeling provides more information about the underlying physiology, but too many parameters in complex models introduce a new problem of reliable estimation. To overcome the problem of multiple parameters, we have developed a technique that combines knowledge from two different cardiac magnetic resonance (MR) imaging techniques: dynamic contrast-enhanced magnetic resonance imaging (DCE-MRI) and T1 mapping. Using extracellular volume (ECV) estimates from T1 mapping may allow more robust model parameter estimates.

Methods: Simulations and human scans were performed. The myocardial perfusion scans used an ungated saturation recovery prepared TurboFLASH pulse sequence. Four short-axis (SA) slices were acquired after a single saturation pulse with a saturation recovery time of ~25 ms before the first slice. Gadoteridol was injected and ~240 frames were acquired over a minute with shallow breathing and no electrocardiograph (ECG) gating. This was followed 20±5 minutes later by an injection of regadenoson to induce hyperemia. The data were acquired using an under-sampled golden angle radial acquisition. Modified look-locker inversion recovery (MOLLI) T1 mapping was performed in 3 slices pre- and post-contrast. The pre- and post-contrast T1 maps were used for ECV estimation. Quantification of perfusion was done using a 4-parameter model with additional information about ECV supplied during model fitting. Phase contrast scans of the coronary sinus (CS) were acquired at rest and immediately after the stress perfusion acquisition to estimate global flow.

Results: Without ECV information, the 5-parameter model fails to converge to a unique solution and often gives incorrect estimates for the perfusion parameters. The myocardial blood flow (MBF) estimates during rest and stress were 0.9±0.1 and 2.3±0.6 mL/min/g, respectively. The extraction fraction estimates were 0.49±0.04 and 0.34±0.05 during rest and stress, respectively.

Conclusions: These results show that it is possible to successfully fit a dynamic perfusion model with an extraction fraction parameter by using information from T1 mapping scans. This hybrid approach is especially important when the 5-parameter model alone fails to converge on a unique solution. This work is a good example of exploiting information overlaps between various cardiac MR imaging techniques.
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**Introduction**

Dynamic contrast enhanced cardiovascular magnetic resonance (DCE-CMR) is a commonly used tool for examining myocardial blood flow (MBF) in patients with coronary artery disease. Many clinicians favor DCE-CMR because it provides high spatial and temporal resolution and does not require ionizing radiation. In DCE-CMR perfusion, a paramagnetic contrast agent is injected as a bolus. The passage of this contrast agent is tracked from the blood to the myocardium using T1-weighted imaging. Pharmacokinetic modelling techniques are then used to quantify the MBF (1). Quantifying MBF through DCE-CMR studies has been validated by comparison against gold standards such as microspheres and positron emission tomography (PET) (2-6). This technique of MBF quantification has been shown to complement visual assessment of perfusion images (2,7,8), as well as being valuable for the study of other cardiac diseases. However, while several quantification methods have been developed, fully quantitative myocardial perfusion magnetic resonance imaging (MRI) is still considered to be challenging and not completely understood.

A particularly challenging component in MBF quantification is the “extraction fraction”. In the case of a gadolinium (Gd)-based tracer, the extraction fraction is the percentage of the tracer moving from the vascular space to the extracellular extravascular space (EES) (9). The compartmental model-based approach to quantify DCE-CMR perfusion provides an estimate of forward transfer coefficient \( K_{\text{trans}} \), which is a product of MBF and the extraction fraction \( K_{\text{trans}} = \text{MBF} \times \text{E} \). Thus, \( K_{\text{trans}} \) must be corrected for the extraction fraction, and failing to do so leads to an underestimation of the actual MBF (10). Animal studies have calculated the extraction fraction in the canine myocardium (11,12), and many studies on human myocardial perfusion use these published values. However, there have been studies to indicate that extraction fraction changes with flow (10). Animal studies have calculated the extraction fraction in the canine myocardium (11,12), and many studies on human myocardial perfusion use these published values. However, there have been studies to indicate that extraction fraction changes with flow (10). Furthermore, studies using \(^{99m}\text{Tc-DTPA}\) and \(^{51}\text{Cr-EDTA}\) show that extraction fraction varies with flow in human and canine myocardium (13-15) and these inert diffusible tracers are similar to Gd-DTPA in terms of extraction fraction (16). Thus, using published values for extraction fraction in perfusion studies is questionable.

In their pioneering work, Larsson *et al.* tried to estimate extraction fraction as a parameter during pharmacokinetic modelling, but they were limited by the noise in the measured tissue curve signal and the complexity of the model they used (17). A shortcoming with complex pharmacokinetic models is that identical tissue curves can be generated using a single arterial input function and multiple sets of perfusion model parameters.

The goal of this study is to develop a novel technique that gives reliable estimates of extraction fraction during pharmacokinetic modelling. With the use of prior information from T1 mapping, it may be possible to improve quantitative blood flow estimates.

**Theory**

Developments in cardiac MRI have made it possible to estimate extracellular volume (ECV) fraction using T1 mapping (18,19). ECV has been validated as a marker of myocardial fibrosis and infarction. Studies have shown good accuracy and repeatability for ECV estimation using T1 mapping (20-22). Over these years, pharmacokinetic modelling of myocardial perfusion has also evolved. The possibility of estimating EES or myocardial distribution volume using myocardial perfusion images has been studied with promising results (23,24). However, the prior studies have not looked at using ECV measured separately with T1 mapping to improve the perfusion studies. In this current study, we study the possibility of using ECV maps from T1 mapping to reduce the degrees of freedom when fitting a myocardial perfusion model. With the particular model chosen here, this also enables estimation of extraction fraction, along with MBF.

**Pharmacokinetic modelling**

Gd-based extracellular contrast agent permeates into the EES via the capillary membrane. The contrast agent dynamics across the capillary membrane can be written as:

\[
\frac{dC_t(t)}{dt} = K_{\text{trans}}C_b(t - \Delta T) - k_{\text{ep}}C_t(t) \tag{1}
\]

where \( C_b \) and \( C_t \) represent the contrast concentration in blood [arterial, measured in the left ventricular (LV) blood pool] and tissue respectively. \( K_{\text{trans}} \) and \( k_{\text{ep}} \) represent the forward transfer coefficient from blood to EES and the backward transfer coefficient from EES to blood, respectively. \( \Delta T \) represents the time delay between LV blood enhancement and myocardial tissue enhancement, as blood passes through the coronary arteries.
Solving the differential equation, we get:

$$C_i(t) = C_0(t - \Delta T) e^{K^{\text{trans}} t e^{-k_{ei}}}$$  \[2\]

In the case of the myocardium, an additional term corresponding to the vascular component $v_e$ should be considered. This pharmacokinetic model with the additional vascular component term included is known as the extended Kety-Tofts model (25). Moreover, the ratio of the forward and backward transfer constant, scaled by the blood hematocrit (Hct) value, represents the EES volume:

$$v_e = \frac{K^{\text{trans}} (1 - \text{Hct})}{k_{ep}}$$  \[23\]. Thus Eq. [2] can be modified and written as:

$$C_{\text{myo}}(t) = C_b(t - \Delta T) * K^{\text{trans}} e^{-\left(1 - \text{Hct}\right) / v_e} K^{\text{trans}} t + v_b C_b(t - \Delta T)$$  \[3\]

Since the Gd-based contrast agent permeates into the EES, the above Eq. has to be corrected for the extraction (17). Thus, we get:

$$C_{\text{myo}}(t) = C_b(t - \Delta T) * K^{\text{trans}} e^{-\left(1 - \text{Hct}\right) / v_e} K^{\text{trans}} t + v_b [1 - E(t)] C_b(t - \Delta T)$$  \[4\]

where $E(t)$ is the extraction of the contrast agent from the intravascular space to the EES. This extraction can be written as:

$$E(t) = \frac{C_b(t) - C_{\text{out}}(t)}{C_b(t)}$$  \[5\]

where $C_{\text{out}}$ represents the contrast concentration in blood on the venous side.

Using Fick’s principle, we can write:

$$\frac{dC_i(t)}{dt} = F [C_b(t) - C_{\text{out}}(t)]$$  \[6\]

where $F$ represents the blood flow.

Moreover, it is known that the forward transfer coefficient $K^{\text{trans}}$ is related to the blood flow as: $F = K^{\text{trans}} / E$, where $E$ represents the extraction fraction. Using Eq. [6] along with the definition of extraction, we can write:

$$E(t) = E \left[1 - \frac{(1 - \text{Hct})}{v_e} \frac{C_b(t)}{C_b(t - \Delta T)} \right]$$  \[7\]

Substituting this value of $E(t)$ from Eq. [7] into Eq. [4], we get:

$$C_{\text{myo}}(t) = C_b(t - \Delta T) * K^{\text{trans}} e^{-\left(1 - \text{Hct}\right) / v_e} K^{\text{trans}} t + v_b \left[1 - E(t)\right] C_b(t - \Delta T)$$  \[8\]

Eq. [8] represents a 5-parameter model with $K^{\text{trans}}, v_e, \Delta T$, $v_b$ and $E$ as the parameters to be estimated.

Such a 5-parameter model was previously investigated by Larsson et al. (17). They reported that such a 5-parameter model does not have a unique convergence (17) and was not useful as a pharmacokinetic model for estimating MBF in humans. However, due to the developments in cardiac MRI, it is now possible to estimate ECV using T1 mapping. This additional information about ECV may improve MBF estimates using the 5-parameter model.

**Estimating ECV using T1 mapping**

The ECV in the myocardium can be estimated by taking the ratio of contrast agent concentration in the myocardium and the blood at dynamic steady-state (18).

$$ECV = \frac{1}{\frac{T1_{\text{myo post}}}{T1_{\text{myo pred}}} - \frac{1}{\frac{T1_{\text{blood post}}}{T1_{\text{blood pred}}}}}$$  \[9\]

where Hct represents the measured Hct. This dynamic steady-state between the interstitium and the blood can be achieved by imaging approximately 15 min after the contrast agent injection. However, ECV includes the components corresponding to the EES and also the extracellular intravascular space (26).

Hence, for accurate estimation of the EES, the component corresponding to extracellular intracellular volume needs to be subtracted (26):

$$v_e = ECV \cdot \rho - v_p = ECV \cdot \rho - (1 - \text{Hct}) v_b$$  \[10\]

where $v_e$ represents the EES volume fraction, $v_p$ represents the volume fraction of blood plasma, $v_b$ represents the blood volume fraction and $\rho$ represents the specific gravity of myocardial tissue (1.05 mL/g).

With measured ECV, the 5-parameter model from Eq. [8] reduces to a problem of estimating 4 parameters. This 5-parameter model with the use of ECV information will be referred to as a 4-parameter model in this article. This
approach of fixing ECV in the model was evaluated using simulations and human studies.

**Methods**

**Simulation study**

Simulations were conducted to test the feasibility of using the 4-parameter model with known ECV and the 5-parameter model without known ECV. Physiologically realistic tissue residue curves were generated using the multiple path, multiple tracer indicator dilution 4 region model (MMID4) perfusion model (National Simulation Resource, Department of Bioengineering, University of Washington, Seattle, WA, USA). The MMID4 was run in the XSIM environment. MMID4 is an axially distributed, physiologically realistic blood tissue exchange model that accounts for multiple parallel flow pathways. The model considers various parameters such as vascular flows, dispersion and the volume fractions for capillaries, arterioles, and arteries. MMID4 has been described in detail in (27,28).

To simulate realistic tissue residue curves, parameters for MMID4 were set using previously validated experiments with healthy canine hearts (29). These values have also been previously used for MMID4 simulations in studies for humans (30). The large conduit vessel volume was fixed at 0.05 mL/g ($V_{tube}$). The large vessel arterial ($V_{art}$) and arteriolar volumes ($V_{artl}$) were set to 0.02 and 0.03 mL/g, respectively. The capillary volume ($v_{b}$) was set to 0.05 mL/g for resting flows and was changed to 0.09 mL/g for stress flows. The large vessel volumes were not changed. Previous studies indicate that large vessel volumes do not change between rest and stress (31). Relative dispersion (RD) was set to 0.48 for the upstream conduit vessel and the large vessels.

For the simulation of tissue residue curves at rest and stress, flow values of 1.0 and 2.8 mL/min/g were selected, respectively. Values for permeability-surface area (PS) were adjusted according to the Renkin-Crone equation to represent physiologically realistic values for extraction fraction as described in previous studies (10). The value for interstitial volume EES ($v_{e}$) was set and was assumed to be known. During model fitting, this known value of EES volume was allowed to vary by 5% of its actual value. This process of allowing the EES volume to vary slightly was found to give better model fits to the acquired data.

Arterial input functions (AIF) corresponding to rest and stress were obtained from the same human study. These two input functions were then used to generate the tissue residue curves for flows during rest and stress. Figure 1 shows the AIF and tissue curves generated.

Varying levels of Gaussian noise were added to the MMID4 tissue curves (17). The noisy tissue residue curves were fit to the described four parameter model by minimizing the least squared error. Experiments were repeated without providing the model any information about EES (5 parameters were fit in this case). Figure 1 shows the example tissue curves corresponding to noise levels of 5%, 10% and 15% noise during rest and stress.

Monte-Carlo simulations were done to evaluate the reliability of the perfusion parameter estimated by fitting the MMID4 tissue curves to the 4-parameter model as described above. One thousand experiments were performed at each noise level. Analysis of the results are described in the Statistical Analysis section below.

**In vivo study**

**Overview**

The study protocol involved acquisition of rest and stress perfusion data along with pre-contrast and post-contrast T1 mapping. Pre-contrast MOLLI T1 mapping was performed first, followed by a rest perfusion scan and phase contrast imaging to estimate coronary sinus (CS) flow. The rest perfusion scan was then followed by a stress perfusion scan and phase contrast imaging to estimate CS flow during stress. The rest and stress perfusion scans were separated by 20±5 minutes. Post-contrast MOLLI T1 mapping with scan parameters and slices similar to pre-contrast T1 mapping was performed approximately 12 minutes after the contrast injection for stress perfusion. Figure 2 shows the summary of the acquisition protocol. The perfusion and T1 mapping portions of this dataset were also used in a previous study by our research group (20).

**Data acquisition**

Ten subjects (48±12 years, eight males, two females) were imaged on a Siemens 3T Verio scanner (Erlangen, Germany). Informed consent from the patients was obtained in accordance with the University of Utah Institutional Review Board. Hct information was recorded for each subject.

Pre- and post-contrast T1 maps were acquired using a MOLLI work-in-progress package on the Siemens platform. The sequence employed the standard MOLLI
Figure 1 The simulated tissue curves generated using MMID4 with various levels of Gaussian noise added in red. First column represents rest and second column represents stress. The blue curves in the top row represent the AIFs used to generate these tissue curves at rest and stress simultaneously. MMID4, multiple path, multiple tracer indicator dilution 4 region model; AIF, arterial input function; MBF, myocardial blood flow; E, extraction fraction; V_b, blood volume fraction.
Figure 2 An overview of the acquisition protocol used. CS, coronary sinus; SA, short axis; MOLLI, modified look-locker inversion recovery.

Figure 3 A single slice from two different subjects in the study. Top row: rest, bottom row: stress.

The perfusion scans were performed using an ungated saturation recovery prepared TurboFLASH pulse sequence with golden angle radial acquisition. The acquisition parameters for the scans were 24 rays per image, TR=2.2 ms, TE=1.2 ms, flip angle=10°, resolution=1.8×1.8×8 mm³ voxels. Four SA slices were acquired after a single saturation pulse with a saturation recovery time of ~25 ms before the first slice. Gadoteridol (ProHance; Bracco Diagnostic, Princeton, NJ, USA) 0.05 mmol/L/kg at a rate of 5 mL/s was injected and ~240 frames were acquired over a minute with shallow breathing and no ECG gating. This was followed 20±5 minutes later by an injection of regadenoson to induce stress. Contrast was injected ~70 s after regadenoson injection to ensure maximal stress and the scan protocol was repeated to acquire 4 slices at stress. Slices were acquired from base to apex. The slices were positioned such that slice 1 was as basal as possible without cutting through the valve plane.

The radial k-space data were reconstructed offline using a multi-coil spatio-temporally constrained reconstruction with total variation constraint (32,33).

In addition to the perfusion scans, mean MBF at rest and during stress was estimated using phase contrast cine images of the CS (34). The CS was localized using the basal slices of the SA stack and the 4-chamber view in the atrio-ventricular groove. Velocity-encoded imaging was then acquired with ECG gating during breath holds. The scan parameters were slice thickness 6 mm and velocity encoding 70 cm/s. CS flow quantification was performed using commercial software (CVI42, Circle Cardiovascular Imaging Inc., Calgary, Canada). Phase-contrast magnitude images were used for contouring the CS throughout the cardiac cycle. Integration of flow rate from each cardiac phase over the entire cardiac cycle and mean heart rate during acquisition was used to calculate the CS flow both at rest and immediately after stress.
Quantification of MBF in the human datasets

CS flow estimates could only be acquired in a subset of six subjects. Hence data from these six subjects was processed further for this study. Table 1 shows the characteristics (not mutually exclusive) of the six subjects in the study. The ungated datasets were self-gated into two discrete bins namely self-gated systole and self-gated diastole using the self-gating technique described in (35). Only the self-gated systolic datasets were used for further analysis during this study. This was done to minimize error due to the thinner walls in the diastolic datasets. The self-gated systolic datasets were registered automatically to account for respiratory motion and any residual cardiac motion after self-gating. The steps for processing self-gated datasets were described in detail in (35).

The most basal slice (the slice with the lowest saturation recovery time, 25 ms) was used to obtain the AIF. This acquisition of a short saturation recovery time (SRT) AIF is similar to the dual sequence method. This process of obtaining a non-saturated AIF was validated in (35). The remaining 3 slices were used to quantify MBF (20). The slices were segmented by drawing the epicardial and endocardial contours. The segmented myocardium was circumferentially divided into six segments. Tissue curves were obtained by recording the average signal intensity in each region over time. Tissue and AIF signal intensity tissue curves were converted to (Gd) assuming fast exchange of water (36).

The tissue curves and AIF thus obtained were fit to the 4-parameter model as described in Eq. [8]. The pre-contrast and post-contrast MOLLI T1 mapping images were used to estimate ECV in 3 slices: basal, mid-ventricular and apical. This information about ECV and Hct was supplied to the model during model fitting. The value of Hct was provided as a constant during the model fitting process. The value of ECV was allowed to vary by 5% of its actual value during model fitting. This process of allowing the ECV to vary slightly was found to give better model fits to the acquired data. During model fitting, the value of ECV was converted to EES volume using Eq. [10].

The same processing pipeline was followed for the rest and the stress datasets. The mean flows at rest and stress were compared to the CS flows.

Statistical analysis

Simulation study

Mean and standard deviation (SD) were computed for the estimated perfusion parameters at various noise levels for the simulated tissue curves at rest and stress. 95% confidence intervals (CI) were calculated. Similar simulations were repeated with no prior information about ECV being supplied during model fitting.

Sensitivity analysis was performed using the noise-free tissue curves. This was done to study the effect of variation of the perfusion parameters on their estimates. Three sets of tissue curves were generated using MMID4. In the first set, 16 tissue curves were generated by varying MBF between 0.4–3.4 mL/min/g in steps of 0.2 mL/min/g and and v_b were kept constant. A fixed value of E = 0.5 and v_b =0.05 mL/g was used to generate all tissue curves with MBF ≤1.6 mL/min/g. The values of E and v_b were updated to 0.35 and 0.09 mL/g for all tissue curves with MBF >1.6 mL/min/g. This was done to generate physiologically realistic tissue curves representing rest and stress. For the second set, nine tissue curves were generated. The value of E was varied between 0.1–0.9 (in steps of 0.1). MBF =3 mL/min/g and v_b =0.09 mL/g was used to generate tissue curves with E ≤0.5. The values of MBF and v_b were changed to 1 mL/min/g and 0.05 mL/g for tissue curves with E >0.5. A total of 15 tissue curves were generated in the third set by varying the value of v_b between 0.01–0.15 mL/g (in steps of 0.01 mL/g). For reasons described earlier, MBF =1 mL/min/g and E = 0.5 were used for tissue curves generated with v_b ≤0.08 mL/g. MBF =3 mL/min/g and E =0.35 were used for tissue curves with v_b >0.08 mL/g. The generated tissue curves were fit to the 4-parameter model described above to estimate the perfusion parameters. Relative error, represented as a percentage, was determined as the ratio of difference between the estimated value and true value to the true

<table>
<thead>
<tr>
<th>Characteristics</th>
<th># of subjects (n=6)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CAD</td>
<td>3</td>
</tr>
<tr>
<td>MI</td>
<td>2</td>
</tr>
<tr>
<td>Dyslipidemia</td>
<td>2</td>
</tr>
<tr>
<td>Heart failure</td>
<td>1</td>
</tr>
<tr>
<td>Smoking</td>
<td>1</td>
</tr>
</tbody>
</table>

CAD, coronary artery disease; MI, myocardial infarction.
value of the parameter.

**In vivo study**

Quantification of MBF was done in a total of 108 myocardial segments (6 subjects, 3 slices and 6 regions per slice) at rest and stress. MBF was estimated as the forward transfer coefficient \( (K^{trans}) \) divided by the extraction fraction \( (E) \). Mean and SD were reported for MBF, \( E \) and \( V_b \) during rest and stress. Differences in these perfusion parameters during rest and stress were evaluated using the paired sample \( t \)-test. A value of \( P<0.05 \) was considered to be statistically significant.

Global MBF was calculated as the average of MBF estimates over all slices and all regions for each subject. This process gave us a single global MBF value for each subject. The global MBF estimates for each subject were compared to their corresponding global CS flow using a paired-sample \( t \)-test.

**Results**

**Simulation study**

Figure 4 shows the model fits to the noisy tissue curves (10% noise) generated using MMID4 with and without prior information about ECV. It can be seen that the model fits the measured noisy tissue curves correctly when additional information about ECV is provided. Table 2 compares the statistics such as mean, SD and the 95% CI for the perfusion parameter estimates with and without prior information about ECV at rest and stress. With space constraints in mind, only the results for 5% and 10% noise were presented in Table 2. It was seen that the 5% and 10% noise added tissue curves had a contrast to noise ratio (CNR, \( \text{CNR} = \frac{\text{SI}_{\text{peak}}}{\text{SD}_{\text{baseline}}} \)) comparable to the CNR calculated for the tissue curves from human datasets in this study. The boxplots and \( t \)-test show that the 4-parameter model converges to a unique solution and reliably estimates...
the perfusion parameters in presence of prior information on ECV. However, in absence of information on ECV, the 5-parameter model fails to converge to a unique solution and thus gives incorrect estimates for the perfusion parameters. The results of the simulation study show that the use of prior information makes it possible to reliably estimate extraction fraction as a perfusion parameter using the 4-parameter model.

Figure 5 shows the sensitivity analysis plots. The horizontal black line represents minimum error of 0%. A positive value for error indicates that the estimated value was more than the true value and vice versa.

**In vivo study**

Figure 6 shows an example of the 4-parameter model fit to measured tissue curves in a single myocardial region for two subjects during rest and stress. The mean MBF estimates for all six subjects during rest and stress were 0.9±0.1 and 2.3±0.6 mL/min/g respectively. The mean extraction fraction estimates were 0.49±0.04 and 0.34±0.05 during rest and stress respectively. The estimates of extraction fraction at vasodilation were lower than those during rest. These estimates of extraction fraction are comparable to those found by other researchers in human and canine myocardium (10-12,37). Table 3 summarizes the values of extraction fraction reported by prior studies. Figure 7 shows a histogram representing the distribution of the different perfusion parameter estimates using the 4-parameter model. Figure 8 shows a comparison of the global MBF estimates to the CS flows. The paired sample *t*-test between the global MBF estimates and CS flows gave a P value of P=0.65 and P=0.67 during rest and stress respectively, indicating that the global MBF estimates are not significantly different from the CS flows in this study.

**Discussion**

The main aim of this study is to look at the possibility of improved simultaneous estimation of forward transfer coefficient (\(K_{\text{trans}}\)) and extraction fraction (\(E\)) by using ECV values from T1 measurements. The study makes use of a compartmental model approach and exploits the overlap in information provided by DCE-MRI and T1 mapping.
imaging techniques. The major findings of this study are: (I) extraction fraction and forward transfer coefficient can be simultaneously estimated when ECV is obtained separately; (II) the model is robust to ECV variations within 10% of actual value; (III) consistent with more invasive findings, the extraction fraction estimates using the model were found to be lower at stress compared to rest (10,13-15).

The major advantage of using a compartmental model based approach for quantification of perfusion is the physiological interpretation for the model parameters (9). However, compartment model based approaches can be questioned when extraction fraction of the contrast agent is not part of the model. More complicated perfusion models such as the distributed parameter model, adiabatic tissue homogeneity (ATH) model, and MMID4 (38-40) make it possible to estimate the extraction efficiency along with the many other perfusion parameters. However, these models are complicated and sensitive to noise, and so the perfusion estimates using these complicated models may not be reliable. A recent work by Kunze et al. studied the estimation of microvascular perfusion characteristics such as ECV and PS along with blood flow using ATH and gamma capillary transit time model (24). They agree that, despite being scan-time and contrast media dose efficient, such advanced models have higher implementation effort and post-processing complexity.

Central volume principle based models do not require the use of an extraction fraction to report absolute MBF (30,41). However, these approaches do not have a physiological interpretation of the parameters. Also, the central volume principle based approaches require expert knowledge during model fitting. For example, during Fermi model based analysis, care has to be taken to only include the first pass of the contrast agent. It is during this first pass that the signal changes are more sensitive to flow and not capillary permeability (41). Hence an improper choice of the truncation point for the tissue curves may introduce errors. Similarly, the model-independent approach requires expert choice of regularization parameters. The myocardial perfusion estimates are dependent on the choice of these regularization parameters (42).

Some two-compartment model based studies make an assumption that the value for extraction fraction is fixed (34,43). Even if flow indices (44,45) rather than MBF are considered, this would bias myocardial perfusion reserve (MPR) estimates. That is, using non-extraction corrected compartment model based flow indices may result in underestimation of MPR. However, some investigators have shown that non-extraction corrected compartment models give flows comparable to other validated models at rest (44). Thus, further studies are needed to examine whether extraction fraction correction at rest and stress is necessary when using compartment models.

The model fitting used in this study makes use of ECV estimates from MOLLI T1 mapping for improving the perfusion estimates. The T1 mapping adds little time to the scan protocol. Moreover, according to the 2013 standardized protocols (46), pre-contrast and post-contrast
T1 mapping should be included in the protocol for a cardiac MR exam. Estimation of ECV using MOLLI T1 mapping has been validated with high levels of precision and accuracy (20-22). There have been studies indicating that use of MOLLI leads to an underestimation of T1, however a systematic bias in T1 measurements leads to an error of 1% or less in ECV measurements (18).

One of the limitations of this study is the number of subjects in the study. Six subjects with reliable CS flow estimates and rest and stress perfusion studies were used as a proof of concept to estimate extraction fraction and perfusion index jointly. Ten subjects were initially imaged using the protocol described. However, accurate CS flow data could not be obtained in 4 out of the 10 subjects. This may have been due to incorrect prescription of the imaging plane, motion effects, or other phase contrast artifacts. Further study with more subjects, including more with infarct and with other types of cardiac disease, is recommended. Such a study would be helpful to better understand the changes in extraction fraction and flow with disease.

The estimated value of $v_b$ for the human datasets was found to be lower compared to that reported by others at rest. The estimated values for $v_b$ showed an increase at
stress as anticipated. Moreover, the sensitivity analysis plots show that the 4-parameter model tends to underestimate $v_b$ compared to its true value during rest. Although this does not affect the estimates of MBF and extraction fraction (as seen from the simulation study), a study focusing on estimation of $v_b$ and its comparison with a gold standard could be useful.

For the perfusion sequence in this study, multiple slices were acquired after a single saturation pulse. As a result, different slices have a different saturation recovery time and thus different signal intensities. To account for the difference in signal intensities between slices, the tissue...
curves were converted to (Gd) using Bloch equations and assuming fast exchange of water. This conversion assumes a saturation efficiency of 100% and that the prescribed flip angle is correct. A study by Broadbent et al. (47) found that a proton density based signal conversion technique as used here is robust to variations in saturation efficiency and flip angle. The assumption of fast water exchange may lead to errors in estimates of perfusion indices (48-50). However, a systematic study by Larsson et al. looking at the effect of water exchange in DCE-MRI concluded that water exchange has negligible effect on estimates of perfusion parameters in the myocardium when a realistic dose of Gd-DTPA is used and extraction fraction is greater than 0.3 (51). The effects of water exchange were considered to be negligible during the current study.

A prior study by Booker et al. (52), looking at time-resolved CS flows after regadenoson administration, found that maximal CS flows were obtained ~75 s (median, with a mean of ~102 s) post administration. Another study by DiBella et al. (53) found that contrast injection ~90 s post regadenoson administration gave blood flow estimates comparable to those using adenosine. In light of these findings, we injected the contrast agent ~70 s after regadenoson administration to image during maximal stress. However, the response to regadenoson may vary between people (54). Similarly, the CS flow imaging following the stress perfusion scan may not be at maximal stress. Based on the results presented in (52), this difference between the actual recorded CS stress flows and CS maximal stress flows may be between 6–18% if imaged 1–3 min after regadenoson administration. Further studies looking at time-resolved CS flows after regadenoson administration may help reduce the margin of error on measured flows.

It is known that $v_e$ is significantly different between normal and infarcted myocardium. Two subjects in the study had a focused sub-endocardial infarct. The estimates of $v_e$ for these two subjects were obtained by excluding the infarct area. This study shows that it is possible to estimate extraction fraction and forward transfer coefficient simultaneously in large regions without infarct. The findings from this study may be extended into a separate study that looks at the effects of spatially varying ECV on perfusion estimation, and the variation of extraction fraction in regions of fibrosis and infarct.

Conclusions

A new approach combining the information from T1 mapping and DCE-MRI is studied to try and reliably estimate perfusion parameters using a complex pharmacokinetic model. The initial results showing the proof of concept are presented in this article. The technique shows that it may be possible to quantify absolute MBF and extraction using a compartment model based approach. The technique exploits the overlap of information provided by two different cardiac MR imaging techniques. The approach presented opens the prospect of combining different imaging techniques to maximize the information obtained from a single patient study. Further studies should be done to better
understand and use such inter-relations between different techniques or modalities.
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