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Introduction

Parallelism is the future of high-performance computation 
in medical applications. Over the past several years, GPU 
has been continuously developed as a higher-performance 
accelerator platform for data parallel computing, especially 
in medical image processing and analysis. Due to the rapidly 
increasing demands on high-performance computing for 
more sophisticated graphics and scientific applications, 
commercial graphics hardware has evolved significantly 
from a pipeline with fixed functionality into a programmable 
supercomputer (1). Meanwhile, the GPU has also quickly 
evolved into an efficient framework with excellent price/
performance ratio for a wide range of computationally 
intensive tasks. Furthermore, the GPU is always designed 
for a particular class of applications with the following 

characteristics (2): (I) large computational requirements, 
(II) substantial parallelism, and (III) throughout is more 
important than latency.

In recent years, the computational speed of GPU 
has increased rapidly, thus the GPU can provide more 
significant acceleration for many computationally-heavy 
tasks compared to conventional CPU-based computing 
framework. Recently, GPU has emerged as a competitive 
platform for high-performance computing due to its massive 
processing capability. Nevertheless, it is not acceptable 
for general purpose or non-graphics computations. As a 
consequence, many efforts that implement general purpose 
computing by mapping general purpose applications onto 
graphics hardware are known as the general-purpose 
computing on graphics processing unit (GPGPU), 
which is introduced for non-graphics algorithms based 
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on existing GPU hardware. The GPGPU computations 
are performed by using specialized graphics processing 
rather than vector and matrix operators (3). However, 
only the professional researchers and developers familiar 
with graphics APIs can fluently utilize the traditional 
GPU/GPGPU development platform, which brings the 
unfamiliar users more inconveniencies than advantages in 
practical applications (4). Fortunately, the appearance of 
Compute Unified Device Architecture (CUDA) technology 
can overcome these disadvantages which exist in current 
GPU/GPGPU versions to certain degrees. In late 2006, 
NVIDIA Corporation launched the CUDA development 
platform, which is a novel programming interface and 
environment for the general-purpose programming of its 

own GPU. For the convenience of general-purpose parallel 
programming on the NVIDIA GPU, the CUDA brings 
the C-like development environment to programmers and 
delivers (5). Figure 1 shows a schematic overview of the 
CUDA programming model.

Generally speaking, each CUDA-enabled GPU is made 
of a collection of streaming multiprocessors and a global 
memory. As shown in Figure 1, kernels are basic building 
blocks of CUDA, which will be launched from the host 
(CPU) and executed on the graphics device (GPU). In the 
part of graphics device, each thread block is executed on a 
single stream multiprocessor, which is made up of a set of 
cores. Meanwhile, the threads are organized into blocks 
of threads within a grid of block (7). There also exist some 

Figure 1 A conceptual framework of CUDA programming model. Each kernel is assigned to a grid consisting of a number of blocks, and 
each block contains threads (6)
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other approaches for GPGPU computing, such as the 
Khronos Group’s OpenCL and Microsoft’s DirectCompute, 
all of them derive from the similar concepts for parallel 
computing (7). CUDA has been extensively studied and 
widely used in various application domains including 
medical physics, computer vision, computer graphics, and 
many more. Due to the convenient parallel computing for 
handling large data sets, OpenCL and DirectCompute 
will also be more mature as CUDA over the coming years. 
Meanwhile, compared to the previous GPU (GPGPU), 
CUDA has the following advantages (4,8,9):
	General programming environment. CUDA is simple 

to understand as it brings the C-like development 
environment to programmers and delivers not 
acquainted with GPU. This C-like language makes 
programming better compatibility and portability.

	More powerful parallel computing capacity. CUDA 
is a high-performance parallel computing platform, 
and is also well suited to make full use of the parallel 
capabilities of GPU acceleration.

	Better development platform. It is a versatile 
development platform with well-documented 
references for CUDA, such as scientific libraries, open 
source compiler, debugger and profiler.

	Shorter latency time. The data transfer rate and 
latency between the host (CPU) and the graphics 
device (GPU) have been improved obviously.

Although the CUDA has developed dramatically over 
the past few years, the manual development of CUDA 
codes remains very laborious and time-consuming for 
general-purpose multi-core systems. Consequently, how to 
automatically transform one favorite programming language 
into efficient parallel CUDA program is of considerable 
importance and interest, especially for the common CUDA 
users. A C-to-CUDA transformation system was proposed 
to generate two-level parallel CUDA code, which was 
optimized for efficient data access in (10). Figure 2 shows 

the sequence of steps in the implemented system.
In Figure 2, CLooG is a powerful state-of-the-art 

code generator to generate transformed code without 
manual development of CUDA codes (10). This proposed 
source-to-source transformation framework can generate 
correspondingly efficient CUDA codes with handling 
arbitrary input C programming codes. Based on the 
competitive capacity of high-performance computing, 
GPU computing has been developed as an efficient 
research platform for a wide variety of applications in 
medical image processing and analysis, such as medical 
image reconstruction (11,12), real-time denosing (13,14), 
registration (15,16), deconvolution (17), segmentation 
(18,19) and visualization (20,21), due to the parallel 
computing power of the GPU designed to exploit the multi-
thread capabilities of multi-core structures. A recent and 
detailed survey of GPU computing in medical physics can 
be found in (22), where Pratx and Xing surveyed existing 
applications in three areas of medical physics, namely 
image reconstruction, dose calculation and treatment plan 
optimization, as well as image processing. Medical image 
registration, the transformation of two or more images into 
a common frame of reference, has been also reviewed for 
physicians and researchers who are interested in using the 
multi-CPU and GPU applications (1,23). In addition to 
retaining the advantages of traditional GPU, for instance 
tremendous memory bandwidth and power efficiency in 
high-performance computing, newly developed GPU 
computing platform brings programmability and increased 
generality (24). In order to provide reference source 
for researchers who plan to develop modified GPGPU 
techniques for their research fields of interest, Owens et al. 
brought a detailed survey of general-purpose computation on 
graphics hardware and various general-purpose computing 
applications (25). Furthermore, many performance studies 
comparing GPGPU and traditional CPU were published. 
A paper by Bui and Brockman (26) made a performance 

Figure 2 The C-to-CUDA code generation framework. Taken from Reference (10)
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analysis of accelerated image registration using GPGPU, 
and emphasized the demand to manage memory resources 
carefully to fully utilize the GPU and obtained maximum 
speedup. A parallel design for medical image reconstruction 
(MIR) was presented based on GPGPU implementation. 
Meanwhile, two approaches, Sobel edge detection and 
marching cube, in MIR framework were simultaneously 
implemented in CUDA on NVIDIA GPGPU (27). 
Moreover, a survey paper on recent trends in software and 
hardware for GPGPU computing was made by Neelima 
and Raghavendra (28). In this survey paper, we will 
review the latest GPU-based applications in three areas of 
medical imaging, namely segmentation, registration, and 
visualization, in the following sections.

Medical image segmentation

Image segmentation definition and approaches

Nowadays, medical image segmentation plays an important 
role in medical image analysis, for instance, computer-aided 
diagnosis (CAD), surgical planning and navigation (19). Its 
aim is to divide the target image into connected regions, 
which are meaningful for mathematical analysis and 
quantification of medical images. By classical definition, 
image segmentation represents dividing a target image into 
its non-overlapping structural regions according to some 
criterions such as color information, grayscale intensities or 
texture features (29). For the sake of image segmentation 
definition, the domain Ω  of an image 2:I R RΩ⊂   is divided 
into a set of N class labels by a mapping { }: 1,2, ,S NΩ  , then 
the segmentation problem can be expressed as determining 
the sub-labels kS ⊂ Ω  whose union is the entire image 
domain Ω , while the sub-labels kS  must satisfy

=1,2, , =k N kS Ω  with =i jS S φ  for i j≠ .                          [1]

In the process of medical imaging, a segmentation 
approach should find those labels that correspond to 
distinct anatomical structures or regions of interest in the 
image (30). As a consequence, numerous segmentation 
algorithms have been extensively investigated for many 
years in a host of publications (31), but they remain 
open difficult tasks, due to the tremendous variability of 
object shapes and the variations in image quality. These 
segmentation methods can be broadly categorized into four 
groups: (I) pixel-based, (II) boundary-based, (III) region-
based, and (IV) hybrid-based methods (32).

Accurate segmentation of 2D, 3D, and even 4D medical 

images for isolation of anatomical structures for further 
medical analysis is necessary and important in almost any 
computer-aided diagnosis systems. In August 2006, Noble 
and Boukerroui presented a survey paper on ultrasound 
image segmentation by clinical applications, where the 
corresponding segmentation techniques were further 
classified in terms of use of prior information (33). Typically, 
achieving satisfactory segmentation performance always 
relies on quantitatively visual characterizations and image 
features, which help extract tissues/structures of interest 
from the image background. Due to the presence of sensor 
noise or low signal-to-noise ratio, segmentation techniques 
often fail to achieve the target objects. Consequently, in 
order to enhance segmentation performance, image features 
have been extensively and successfully utilized in medical 
image segmentation (34). Meanwhile, a statistical shape 
model-active shape model (ASM), where shape variations 
were described by using a point distribution model (PDM), 
was proposed to efficiently improve segmentation quality 
results (35). Based on wavelet transform, Davatzikos et al. 
further presented a hierarchical ASM approach in (36). 
Local and global threshold methods, based on target 
image intensity distribution, have also been widely used 
in image segmentation (37). Moreover, Osher and Sethian 
firstly presented the level set method in 1988, which was 
a powerful and flexible numerical technique for image 
segmentation (38). Currently, this level set method and its 
extensions have been widely used in denoising, registration, 
inpainting, and many more image processing applications.

The above-mentioned automatic  segmentation 
techniques have generally struggled to achieve more 
accurate and robust segmentation results needed for clinical 
and practical applications (39). As a consequence, many other 
automated interactive mechanisms have recently become 
optimal selections in most real-life medical applications, for 
instance, interactive contour delineation (40) and seeded 
region growing (41,42). Ideally, the interaction process can 
occur in real-time to allow the users to receive immediate 
feedback on their actions and improve the accuracy of 
tissues/structures segmentation. Due to inequality with any 
semantic content, in-homogeneity, low contrast and additive 
noise, segmentation of medical images is still a challenging 
problem.

Related work on GPU-based segmentation

Although the aforementioned segmentation researches 
have become more and more active in recent decades, they 
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are not suitable for real-time clinic applications because 
of their expensive computational time. Fortunately, the 
segmentation approaches could be implemented in a real-
time, operational environment by the porting and adaptation 
of these approaches to the GPU architectures (19). Table 1 
lists some GPU-based image segmentation approaches and 
their respective characteristics.

The first implementation of GPU-based medical image 
segmentation technique was achieved by formulating level 
set segmentation as a sequence of graphics operators of 
image blending (50). The introduced programmable shaders 
brought greater flexibility and enabled the segmentation of 
3D images using curvature regularization to favor smooth 
isosurfaces (51). Then, a novel level set approach, one 
part of the integrated, interactive workflow for visualizing 
and segmenting neural processes, was implemented in 
CUDA (52). In general, segmentation methods can also be 
classified into broad two categories, namely, low-level and 
high-level approaches. Low-level approaches, which require 
no statistical information about the types of objects in the 
image, directly manipulate the pixel/voxel information to 

form connected objects/regions of interest (19). GPU-
based implementations of watershed (53) and region 
growing methods (54) are typically low-level approaches. 
A more complex and robust statistical segmentation was 
implemented based on GPU platform using adaptive region 
growing process (55). Moreover, the Markov random fields 
(MRF) and graph cuts are two other types of low-level 
approaches found in literatures (56,57).

In high-level segmentation framework, geodesic 
active contours (58), a modification of traditional active 
contours (snakes) (59), has been efficiently implemented 
on GPU to segment interested structures according to the 
differences between foreground and background regions 
in 2D images (60). In the GPU computing framework, 
other methods for implementing active contours with 
gradient vector flow (GVF) external force have been 
introduced (61,62), but they were restricted to only 
2D image segmentation. Then a parallel segmentation 
framework based on NVIDIA CUDA architecture was 
presented for segmentation of volumetric images using 
discrete deformable models (19). Different implementations 

Table 1 Application of GPU-based medical image segmentation

Type Approach Application Characteristics

2D CT MRI Active Contour 
model (43)

Brain Far from perfect for practice medical images because of the segmentation 
in only two regions.

3D CT Active learning (18) Pelvis Reduce the required user input in interactive 3D image segmentation 
tasks.

3D CT MRI Level set (44) Kidneys, brain The first and only GPU level set segmentation algorithm with linear work - 
complexity and logarithmic step-complexity.

Point radiation 
technique (45)

Brain Create high-quality real-time feedback of the segmented regions

3D MRI Swarm-based 
level set (46)

Brain The swarm-based level set is in the robustness to a noisy environment.

Hybrid method (32) Brain An interactive hybrid segmentation technique which combines threshold-
based and diffusion-based region growing.

Seeded Region 
Growing (42)

Brain, skull Easily extended to a number of applications including other point based 
systems, polygonal meshes, and irregular volume with changing topology

Cellular 
automaton (47)

Kidney Simple, efficient and straightforward.

Level set (48) Brain tumor Interactivity enables users to produce reliable segmentation. Limitations 
are mostly in the speed function and the interface.

X-ray Active Shape 
Model (49)

Vertebra The initialization of the model is accomplished by the edge detection and 
the edge polygonal approximation.
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of several medical image segmentation approaches via 
CUDA (63) and CUDA-enabled GPUs (64) have also been 
proposed, achieving high-performance in terms of speedup 
over the sequential version of the considered algorithms (65). 
Furthermore, medical images continue to increase in size 
and volume. For high-dimensional image segmentation 
in real-time clinical applications, it is crucial that image 
segmentation approaches could be implemented in a real-
time for very large data sets on GPU/CUDA. Thus, the 
GPU/CUDA-based high-dimensional segmentation with 
low computational cost is still a challenge for future medical 
imaging.

Interactive seeded region growing

The seeded region growing approach was introduced to 
achieve satisfactory closed regions in the final segmentation 
results (41). However, computational costs for traditional 
CPU-based segmentation implementation are too high 
when the target image is rather large, which is always the 
negative case in biomedical applications. The GPU/CUDA 
can be utilized to accelerate and satisfy the requirements of 
clinical applications because of the parallelization potential 
of the seeded region growing approach.

In the interactive seeded region growing segmentation 
process, seed point selection is a crucial procedure. In 
the practical application, a fast volume segmentation 
framework, using programmable graphics hardware, 
was proposed based on the seeded region growing 
approach (54). In this framework, the users were allowed 
to interactively paint growing seeds by drawing on the 
sectional views of the volume. More recently, Schenke et al. 
have implemented a GPGPU-based seeded region growing 
method with fragment shaders and VTK (32). In seeded 
region growing segmentation framework, it is essential to 
draw as many seeded points as possible to make full use 
of the parallel performances of GPU/CUDA. In 2006, 
a sketch-based interface for the seeded region growing 
volume segmentation was proposed to prevent unexpected 
segmentation, where the user could freely sketched regions of 
interest (ROI) over the 3D volume (42). Meanwhile, a region 
growing approach with CUDA was presented for fast 3D 
organ segmentation, at a speed of about 10-20 times faster 
than the traditional segmentation methods on CPU (66). 
Kauffmann and Piche presented a seeded cellular automaton 
(CA) to perform an automated multi-label segmentation 
of organs for N-dimensional (ND) medical images, which 
was implemented on GPU with minimal user interaction 

for robust initialization (47). The interactive seeded region 
growing can be efficient and effective for 2D/3D medical 
image segmentation, but not on large amount of images 
that require online clinical analysis within a limited time.

Variational level set segmentation

The variational level set approach (LSA) has been 
widely used in medical image segmentation. Briefly, the 
main idea is to embed the initial position of the moving 
interface, at any time t, as the zero level-set of a higher-
dimensional function (x, )I t , where the surface consists of all 
points { }(x, ) (x, ) | (x, ) 0C t t I t= =  with : nI R R . In the level-set 
framework, one can execute a wide variety of deformations 
by introducing an appropriate motion function (x, )tυ  of the 
surface. For segmentation, the velocity often consist of a 
combination of two terms

(x) (1 )I II D
t I

α α
 ∂ ∇

= ∇ + − ∇⋅ ∂ ∇  ,                                               [2]

where D is a data term that forces the model toward 
desirable features in the input data, the term ( )| |I I∇⋅ ∇ ∇  is 
the mean curvature of the surface, which forces the surface 
to have less area (and remain smooth), and [0,1]α ∈  is a free 
parameter that controls the degree of smoothness in the 
solution. For 2D medical image segmentation ( 2n =  in 

: nI R R ), this method represents an evolving segmentation 
boundary as the zero level set of a function on a two 
dimensional grid (67).

Extensive researches on LSA have been completed to 
improve segmentation performance. The comprehensive 
reviews of this LSA and their associated numerical 
techniques were documented in the medical imaging 
literatures (29,30,33). The level set approaches handle 
well interfaces with sharp corners, cusps, topological 
changes, and 3D complications (68). Numerous extensions 
of LSA are good candidates for implementation on 
GPU because of the high degree of parallelism and 
high-speed computational requirements. In an early 
contribution, Lefohn and Whitaker demonstrated a full 
3D level set solver using a graphic processor for MRI 
brain segmentation (69). This approach achieved the 
same performance attributed to a more highly optimized 
CPU-based implementation. Then Lefohn et al. devised 
an interactive LSA to segment target objects in real-time 
clinical applications based on GPU computing, with 10× 
to 15× speedup over the non-accelerated version (48). 
However, none of these methods took advantage of the 
sparse properties of level set partial differential equations 
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(PDEs), and therefore the computational performance 
is modified marginally compared with existing highly-
optimized CPU implementations (70). In (71), an efficient 
GPU-based segmentation approach obtained high 
segmentation performance through packing the level set 
isosurface data into a dynamic, sparse texture format. By 
relying on graphics hardware, this level set segmentation 
approach could operate at interactive rates in real-time 
clinical applications.

Pervious level set segmentation approaches always suffer 
from the computationally expensive problem even when 
running on the GPU. In a work-efficient parallel algorithm 
framework, Roberts et al. presented a novel GPU-based 
level set segmentation algorithm which was both work-
efficient and step-efficient. This algorithm reduced the 
number of processed level set field elements by 16× and 
converged 14× faster than previous GPU-based algorithms 
without segmentation accuracy reduction (44). This 
segmentation approach was the first GPU-based level set 
segmentation algorithm with linear work-complexity and 
logarithmic step-complexity. Meanwhile, another novel 
CUDA accelerated level set segmentation approach was 
presented with significantly improved performance over 
most previous approaches, for instance, 16× reduction 
in the size of the computational domain as well as 9× 
speedup compared to previous GPU approaches and no 
reduction in segmentation accuracy (72). Extending a 2D 
level set segmentation algorithm to 3D is still a relatively 
straightforward but difficult task. For instance, computing 
for the level set update required many more derivatives. 
Moreover, the storage and computational complexity of 3D 
medical image segmentation must also be appreciated (73).

Medical image registration

Image registration definition and approaches

As one of the most important procedures in medical image 
processing, image registration aims to obtain integrated 
analysis of information gathered from multiple sources. In 
general, the medical image registration should establish 
correspondence measure between a reference image, rI , and 
a target image, tI , using a parameter transformation, ( )tT ⋅ , of 
image geometry in line with a similarity function, ( )ρ ⋅ , to 
specify the registration performance. When two images 
have different dimensions, projection operators, rP  and tP , 
may be incorporated to project a higher-dimensional image 
domain into a lower-dimensional image domain. Then, the 

image registration problem can be expressed via maximizing 
the following similarity measure function:

( ) ( )( )( )*

( )
( ) arg max ,

t

t r r t t t
T

T P I P T Iρ
⋅

⋅ =                                             [3]

The optimization in Eq. [3] is mostly numerical to 
determine the optimal transformation ( )tT ⋅ . Starting from 
an initial guess, ( )tT ⋅  converges to the optimum in a series 
of iterative steps depending on the corresponding objective 
function, image transformations and optimization technique 
(31,74). As shown in (75,76), the image registration 
procedure generally consists of the following four steps: 
	Feature detection. In this step, salient and distinctive 

features/structures are manually or preferably 
automatically extracted. The region-like, line 
and point features are the considered important 
objects, which are appropriate for registration task. 
Meanwhile, this feature detection process should not 
be sensitive to the additive noise or missing data in the 
degraded images.

	Feature  matching.  In  th i s  s tep ,  the  feature 
correspondence between two sets of features in 
the target and reference images is established. The 
corresponding mapping algorithms should also be 
robust and efficient.

	Transform model estimation. After the feature 
correspondence and mapping function are established 
and constructed, respectively. It should transform the 
target image according to the reference image using 
the constructed mapping function to overlay the two 
images.

	Image resampling and transformation. In the last 
step, the transformation process can be realized in a 
forward or backward manner. Meanwhile, appropriate 
interpolation techniques should be proposed to 
calculate the intensity values at the non-integer 
coordinates of the target image.

In practical registration applications, the implementation 
of each registration step has its typical problems. 
Consequently, users have to decide what kind of features 
is appropriate for the given medical images to improve 
registration accuracy progressively. Moreover, current 
techniques used for image registration can be divided into 
two main categories: namely, feature-based and pixel-based 
methods (77). These categories are also known as geometric 
registration and iconic registration in medical imaging, 
respectively.

If both the reference and target images contain obviously 
distinctive and easily cognizable objects/regions, the 
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feature-based registration methods should be selected. 
However, if the simple and salient features are difficult to 
extract from both images, the pixel-based methods may be 
more effective and efficient. In feature-based methods, the 
reference and target images are extracted using a finite set 
of features. The basic principle of feature-based methods 
is to minimize the total error between the warped points 
of the reference image and their corresponding points in 
the target image using a robust M-estimator method (78). 
Pilet et al. proposed a more advanced method wherein 
the registration can be subjected to very large non-affine 
deformations (79). The main advantages of feature-
based registration algorithm are that it can handle large 
deformations and it is efficient in terms of computational 
complexity. Pixel-based registration is the other useful 
approach for image registration, in which warp parameters 
are estimated by minimizing the pixel-wise dissimilarities 
between the reference image and the warped target image. 
The main advantage of this approach is that the data used 
for the parameter estimation is denser than that in the 
feature-based approach. As in the feature-based approach, 
it is not possible to estimate the hyperparameters with the 
direct approach (77).

Similarity measure, geometric transformation, and 
optimization procedure

The goal of image registration technique is to maximize 
similarities and minimize matching errors between two 
images: the reference image (also called the static image) and 
the target image (moving image). Figure 3 shows the process 

of medical image registration which can be represented by 
four components: similarity measure (measurer), geometric 
transformation, optimization procedure and interpolation. 
As shown in Figure 3, the parameters Ψ and ζ represent 
the matching degree between two temporal images and the 
preselected threshold, respectively.

GPU-based similarity measure
Similarity measure is a method of measuring the similarity 
of images, which is required for automatic image 
registration. This measure can evaluates how closely the 
images are aligned. Ideally, the similarity measure ρ  attains 
its maximum, where the images are perfectly aligned. The 
similarity measures can be divided into two main classes: 
(I) feature-based, and (II) intensity-based measures. Pixel 
intensity-based similarity measures utilize a large portion 
of the image data and therefore usually achieve more 
accurate registration results than those in feature-based 
approaches (80). Thus we mainly survey these intensity-
based similarity measures in this paper:

(I)  Sum of squared differences (SSD)
The SSD has been implemented on GPU, such as 

in (81), which is the simplest voxel similarity measure. 
Mathematically, SSD is defined as follows:

,

2

,

1SSD( , )
r t

r t r t
Ir t

I I i i
I

= −∑                                                         [4]

where ,r tI  is the overlap of the two images rI  and tI , and 
ri  and ti  are the intensities of the two images rI  and tI , 

respectively.
(II)  Normalized cross correlation (NCC)
Grabner et al. investigated NCC as a similarity measure, 

Figure 3 Fundamental framework for medical image registration
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which verified the existence of an affine relationship 
between the intensities in the images (82). NCC is given by

( ) ( )( )
( ) ( )

x

2 2

x x

(x) (x)
NCC ,

(x) (x)

r r t t
r t

r r t t

I I I I
I I

I I I I

∈Ω

∈Ω ∈Ω

− −
=

− −

∑
∑ ∑             

[5]  

(III)   Correlation ratio (CR)
The CR generalizes the correlation coefficient, which 

is a symmetrical measure of linear dependent between two 
images (83):

  
2( , )CR( , )

( ) ( )
r t

r t
r t

Cov I II I
Var I Var I

=
                                               

[6]

(IV)    Mutual information (MI)
MI has been utilized with success for a large variety 

of combinations including MR, CT, PET, and SPECT. 
Given the reference image rI  and target image tI , we define 
their joint probability density function, ( , )P i j , by simple 
normalization of their 2D-histogram. Let ( )rP i  and ( )tP j  
denote the corresponding marginal probability density 
functions (83,84). MI between rI  and tI  is defined as follows:

2
,

( , )MI( , ) ( , ) log
( ) ( )r t

i j r t

P i jI I P i j
P i P j

= ∑
                                     [7]

MI might be the most currently popular multimodal 
measure,  and the corresponding MI-based image 
registration technique has received much attention in the 
literature (85). In (86), a proposed approximate histogram 
computation method speeded up MI computation and 
registration on GPU using NVIDIA CUDA, but at 
the expense of reduced accuracy. Then the same first 
author further presented an efficient method for parallel 
computation of MI similarity measure, which could achieve 
high speed performance (less than 1 s) for 3D medical image 
registration using a commodity GPU (87). Other researchers 
have also realized the potential capacity of GPU computing 
for computing similarity measure, and presented much 
efficient similarity measures. Ruiz et al. proposed a landmark-
based similarity measure on the GPU for registering 
microscopic images non-rigidly (88). In (89), a new similarity 
measure was introduced by combining eight similarity 
measures between digitally reconstructed radiographs 
(DRRs) and X-ray image to compute the similarity measure 
more precisely and robustly. To generate similarity measure 
in a low-dimensional space, Khamene et al. presented 
another novel approach utilizing projection and performed 
a comparative study on various similarity measures on 
GPU (90). According to an empirical study (81), gradient 
correlation (GC), another example of a specific similarity 

measure implemented on the GPU, could contribute to 
improve the robustness of registration performance.

GPU-based geometric transformation
Due to the s ix  degrees  of  f reedom in geometr ic 
transformation, image registration methods can be divided 
into three classes: rigid, affine, and non-rigid (parametric 
or non-parametric) approaches (80). Meanwhile, the 
rigid and affine geometric transformations only depend 
on a few global parameters (such as image size, position 
and orientation), because they do not need nonlinear 
displacements of pixels (1). These two transformation 
methods are suitable for rigid tissues, such as pelvis, 
femur, and brain motion which is constrained by skull. 
Comparatively, non-rigid registration is utilized when the 
body parts undergo non-rigidly motions or deform during 
medical image acquisitions, which is suitable for soft tissues, 
such as breast and liver (91). To date, only a small number 
of non-rigid applications have been published, compared to 
the rigid 2D/3D registration publications.

Currently, GPU-based rigid geometric transformation 
approaches have been reviewed in (1,23). To the best of 
our knowledge, Strzodka et al. firstly proposed a fast 2D 
deformable image registration on DX9 graphics hardware in 
2003 (92). In the regularized gradient flow (RGF) approach 
of (92), gradients are regularized by Jacobi iterations during 
a multigrid-cycle. Furthermore, an extension of the RGF 
registration algorithm effectively implemented 2D and 
3D deformable image registration via GPU acceleration 
in (93). A popular method in image registration is the 
Demon’s algorithm, which is an optical flow variant (94). 
In (95), Sharp et al. implemented the Demon’s algorithm 
using the Brook programming environment. Moreover, 
the accelerated Demon’s algorithm has been further 
implemented on GPU utilizing CUDA, and high quality 
and excellent performance were achieved (96). Meanwhile, 
Rezk-Salama et al. proposed an appropriate mathematical 
model and illustrated how the deformation of volumes can 
be accelerated by data-parallel processing using graphics 
hardware (97). Meanwhile, the geometric transformation 
approach spends the majority of its total computing time 
performing interpolations. These interpolation methods, 
such as linear, quadratic, cubic, cubic B-spline, and Gaussian 
interpolation, have been commonly used for geometric 
transformation (98).

GPU-based optimization procedure
Image registration aims to find an optimal geometric 
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transformation that pulls one image into the best possible 
spatial correspondence with other image by optimizing the 
similarity measure function in Eq. 3. In image registration, 
the optimization procedures can be broadly categorized as 
gradient-based or gradient-free, global or local, and serial 
or parallelizable (23). Gradient-based methods require 
computation of the partial derivatives of a cost function. 
Thus, gradient-based methods are more involved than 
gradient-free methods from an implementation perspective. 
A large number of algorithms have been implemented 
for medical image registration (91,99,100), but only the 
small parts can be directly utilized on the GPU parallel-
computing platform to meet the requirements of practical 
clinical applications. In 2007, Vetter et al. presented a 
gradient-based registration approach, including a GPU-
friendly computation of 2D histograms using vertex texture 
fetches, as well as an implementation of recursive Gaussian 
filtering on the GPU (101). Meanwhile, another fast GPU 
implementation was also proposed in (102), which employed 
the new hardware features of the DX10-compatible GPU 
and a series of optimization strategies for fast non-rigid 
multi-modal volume registration. The computation of the 
similarity measure and geometric transformation is the 
computational bottleneck of registration. Thus, researchers 
should further pay more attention on developing more 
effective parallelization techniques for these components. 

Medical image visualization

The general approaches and challenges in medical image 
visualization

In general, image visualization has become an increasingly 
important tool for visual analysis, for instance, in scientific, 
engineering, and medical disciplines. Especially in medical 
imaging applications, visualization is essential for medical 
diagnosis and surgical planning to mine the important 
information included in 2D/3D imaging datasets. To gain 
a further understanding and insight into the data behind 
the generated images, visualization technique is a proper 
choose, which could explore and view the medical datasets 
as visual images for convenience (103). For instance, the 
collected medical data, which originates from numerical 
simulations of sensor measurements such as CT and MRI, 
always trends to be very large. Consequently, the medical 
data visualization is indispensable for understanding and 
making full use of this medical data (104,105).

A c c o r d i n g  t o  t h e  d i f f e r e n t  m e t h o d s ,  i m a g e 
visualization approaches can be categorized into two 

distinctive groups (103): surface rendering, and volume 
rendering. The surface rendering has traditionally been 
implemented via extracting the corresponding isosurface 
as polygonal mesh from a 3D scalar field, usually by 
using some variants of Marching Cubes (MC) algorithm 
(106,107). The first step in surface rendering is to 
construct a mathematical model of the object surface. The 
surfacing rendering techniques are utilized to reconstruct 
the continuous surface, and then to compute the texture 
coordinates and norm vectors on the final surface. 
Furthermore, the pixel values in rendered image are directly 
proportional to the amount of light that is reflected towards 
the observer from all visible surface regions (108). However, 
the surface rendering has several drawbacks and problems. 
First, it is difficult to implement the more complex lighting 
models that can be useful for better visual perception of 
shapes (107). Second, the piecewise linear approximation 
of volume using polygonal mesh can be topologically 
different from the actual isosurface in the volume data. 
Such undesirable behavior can be unacceptable in some 
scientific applications (109,110). Third, although the surface 
rendering has a satisfactory performance on rendering 
time, it could only display the surface characteristics of the 
medical object.

Unlike with surface rendering methodology, volume 
rendering (also called direct volume rendering) is a 
technique used to visualize 3D discretely sampled data set 
by computing 2D projections of a colored semitransparent 
volume, which can show the whole information of the 3D 
scalar fields (111). In general, the volume is usually regarded 
as a distribution of gaseous particles in volume rendering. 
To further understand the principle of volume rendering, 
the incident light along a viewing ray that passes the volume 
and then reaches the observer is modeled in Figure 4.

Mathematically, the differential change of the light 
intensity I at a position s along a ray is defined by the 
following differential equation:

 ( ) ( ) ( )dI s I s q s
ds

τ= − ⋅ +                                                        [8]

where ( )sτ  is the extinction coefficient, which attenuates 
the light intensity ( )I s  at position s. ( )q s  is the source term 
that gives the amount of light emitted at position s. The 
finally intensity I starting with the initial intensity I0 has to 
be approximated numerically in differential Eq. [8].

Volume rendering approaches can be classified into 
two categories: space-domain and transform-domain 
methods. The space-domain methods could be further 
divided into object-order and image-order approaches in 
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Table 2 (103). In recent years, researches have proposed 
some hybrid approaches (120,121), but their fundaments 
are still based on the two main categories. Because the 
projections of image pixel are discrete, the object-order 
volume rendering approaches are simple and fast, but 
often suffer from unwanted rendering artifacts (122). 
Fortunately, the proposed splatting (or footprint) method 
can overcome this disadvantage (113,114). Due to the 
view-dependent resampling in the splatting approach, 
shear-warp volume rendering method, considered to 
be the fastest type of volume rendering, was proposed 
to overcome the drawbacks of resampling for arbitrary 
perspective views (115). Nevertheless, this method has not 
been preferable in modern medical and clinical applications, 
due to its unsatisfactory rendering quality and required 
complex preprocessing (123). Comparatively, the ray casting 
algorithm, one image-order volume rendering method, 
achieves higher rendering performance than shear-warp 
volume rendering method (124). However, the image-order 

volume rendering approaches are contrary to the way GPU 
generates images. Other object-order 3D texture-based 
volume rendering algorithms have also been widely applied 
to the shading volume rendering, because they could be 
accelerated greatly by data-parallel processing via GPU 
acceleration (116).

By using Fourier slice theorem, volume rendering can 
also be implemented in the frequency domain. After the 
volume data is transformed into frequency domain, the 
inverse Fast Fourier or Fast Hartley Transform are used 
to generate final image by transforming the extracted slice 
back into the spatial domain (117,118). To the best of our 
knowledge, the transform-domain rendering approaches 
include: Fourier volume rendering (FVR) and Fourier-
wavelet volume rendering (FWVR). The FWVR makes full 
use of the advantages of ray casting rendering and wavelet 
splatting in wavelet space (125,126). By using the wavelets 
as reconstruction threshold filters, the wavelet splatting 
can modify the standard splatting approach in practical 

Figure 4 Principle of volume rendering: a viewing ray is traced on its way to the observer. while the ray passed through the volume, the 
incoming light intensity I0 is altered by emission and absorption, resulting in the final intensity I that reaches the observer (112)

Table 2 The comparisons of different volume rendering methods

Indexes Space-domain
Transform-domain

FVD
FWVD

Method Ray casting Splatting Shear-warp 3D texture-based Ray casting Splatting

Categories Image-order Object-order Object-order Object-order — — —

References (104,110) (113,114) (115) (116) (117) (118) (119)

Image quality Best Good Medium Bad Better Good Better

Rendering velocity Slow Medium Fastest Fast Fast Slow Faster
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applications (119). Furthermore, the FWVR and standard 
FVR have the same time complexity, i.e. 2( log )O N N , whereas 
wavelet splatting has complexity 3( )O N . Nevertheless, the 
FWVR often suffers from a disadvantage that the slice 
needs resampling in Fourier space at full resolution (127).

The advantages of GPU-based medical image visualization 
approaches

Due to the rapidly increasing computational complexities 
of medical imaging, the processing time is now limiting 
the development of advanced technologies in medical 
and clinical applications. Originally designed for data-
parallel accelerating in the process of computer graphics, 
the GPU has positioned itself as a versatile platform for 
running parallel computation to deal with the medical 
data sets (22). Especially nowadays in medical diagnostics, 
it highly depends on volumetric imaging methods that 
must be visualized in real-time. All of the aforementioned 
volume rendering approaches can be partially or entirely 
implemented in GPU for acceleration. Surface rendering 
(SR) is a common method of displaying 3D images, which 
can be divided into two categories: direct surface rendering 
(DSR) and indirect surface rendering (ISR) (128,129). DSR 
can be regarded as a special case of direct volume rendering 
(DVR), while ISR is considered as object surface modeling. 
In recent medical applications, by using the advantages of 
GPU acceleration and geometry shaders, the ISR rendering 
technique has been accelerated greatly (130). For DSR, the 
surface rendering can be achieved without the intermediate 
geometric primitive representations.

Surface rendering is often implemented for contrast-
enhanced CT data to display skeleton and vasculature 
structures. However, it is sometimes difficult for researchers 
and physicians to justify the accuracy and reliability of the 
images generated with shaded-surface rendering (131). On 
the other hand, DVR is a major technique for 3D medical 
data display, implementing entire images for the data sets 
without explicitly extracting surfaces corresponding to 
the interest features. The ray casting is probably the most 
explored rendering approach of DVR, and is well suited for 
parallel implementation based on GPU since the rays are 
processed independently. The original ray casting approach 
can be divided into three parts: initialization and ray setup, 
ray traversal, and writing the rendering results (132). 
Simultaneously, the GPU-based ray casting approaches 
were first proposed by Krüger and Westermann (133) and 
by Röttger et al. (134) in 2003. Through distributing some 

of data management work to the CPU, Kim implemented 
a bricked ray casting volume rendering on CUDA, which 
was focused on streaming volume data not fitting in GPU 
memory (135). To accelerate volume rendering, a slab-based 
ray casting technique was presented based on experience 
gained from comparing fragment shader implementation of 
original ray casting to implementations directly translated 
to CUDA kernels (132).

Recently, the technique of real-time 4D cardiac data 
acquisition has become a reality via multi-dimensional 
medical imaging modalities in actual clinical environment. 
To efficiently handle the intractable problem of massive 
medical volumetric data in 4D volume rendering, 
an accelerated 4D medical image visualization and 
manipulation framework was constructed for the display 
of cardiac data sets in (136), which was effectively 
implemented using the parallel computing power of 
modern GPU. The novel schematic descriptions of the 
programmable pipeline for graphics hardware and the 
GPU-based ray casting volume rendering approach were 
also described in detail (136). This GPU-based ray casting 
volume rendering approach was directly implemented on 
the programmable vertex and fragment processors in the 
graphics hardware. In order to further enhance the 3D 
rendering performance, an accelerated ray casting algorithm 
was effectively implemented based on a novel space leaping 
acceleration technique (137). However, rendering a single 
homogenous volume is not sufficient for advanced clinical 
applications in modern medicine. Simultaneous rendering 
of multiple volumes is both necessary and important when 
multiple datasets have been acquired to examine patients. 
To improve the volume rendering performance for multiple 
data sets, a new GPU-based rendering system for ray 
casting of multiple volume data sets was presented in (138). 
This presented rendering technique was realized based 
on the fact that rasterization of the proxy geometry was 
implemented by CUDA rather than traditional graphics 
pipeline. Meanwhile, multi-frame rate volume rendering 
is also especially challenging because of the need for 
transparent volumetric objects (139). Traditional multi-
frame rate systems reconstructed the whole image scene as 
a single surface, where the motion parallax perception was 
destroyed. To improve the rendering quality, Hauswiesner 
et al. presented a multi-frame rate volume rendering system 
with superior capacities of high quality reconstruction and 
fast transparent volume rendering (140). Other volume 
rendering techniques, such as pixel ray images (141) and 
light field representations (142), showed richer descriptions 
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of the target volume, but demanded considerable analytic 
preprocessing and were less suitable for frequent bus 
transfer because of their large size.

Discussion and conclusion

With the rapidly increasing development of high-
performance computing and recent programmability for 
graphics hardware, the graphics hardware has evolved into 
a compelling platform for a wide range of computationally 
demanding tasks, such as medical image processing (143), 
dose calculation and treatment plan optimization (144,145), 
computer vision (146), and many more. Nowadays, the 
GPU is one of the standard tools in high-performance 
computing, and is being widely adopted throughout industry 
and academia (22). Many researchers and developers have 
become interested in utilizing the power of GPU for 
general-purpose computing. The crucial advantages of 
GPU-based medical imaging benefit from high throughput 
computing, high memory bandwidth, supporting 32-bit 
floating-point arithmetic, excellent price-to-performance 
ratio and specialized hardware for interpolation (1).

We have presented a comprehensive survey of GPU-
based medical image computing techniques in this article. A 
broad categorization of all such medical imaging is proposed 
on the basis of three major medical image processing 
components: segmentation, registration and visualization. 
Traditional CPU-based implementations are too slow to 
be suitable for practical clinical applications. In order to 
overcome this limitation, current medical image computing 
is always implemented in modern GPU. Especially in 
the clinical practice of medical imaging, GPU plays an 
important role in medical diagnosis and analysis. Despite 
much work has been done in the domain of GPU-based 
medical imaging, there still remain many long-standing 
unsolved problems. We would like to conclude this survey 
by pointing out a number of possible issues and directions 
for future research. To summarize, these directions are:

(I) Unifying framework for partial volume tissue 
segmentation.

(II) Medical image registration with partial or missing data.
(III) Comprehensive volume rendering framework.
Image segmentation plays an important role in practical 

clinical applications and acts as a preliminary stage in various 
diagnosis techniques, the corresponding high segmentation 
performance of brain MRI images is essential and crucial 
to provide correct diagnosis reference information for 
researchers and physicians (147). For brain images, usually 

three tissue categories are considered: gray matter (GM), 
white matter (WM), and cerebro-spinal fluid (CSF). Each 
of the partial volume (PV) voxels in an image is modeled as 
belonging to one of these three categories (148). In nature, 
the PV voxels in brain contain a mixture of two or more 
tissue types, thus it is difficult to accurately segment these 
three tissue structures simultaneously using only one 
special approach. Most existing segmentation approaches 
[interactive seeded region growing, (geodesic) active 
contours, and level set, et al.] are unlikely to correctly 
extract the objects/regions of interest, which only contain 
the homogenous voxels. Statistical pattern recognition 
might be the efficient and robust technique as a unifying 
framework for PV tissue segmentation, according to 
the statistical features of voxel intensities in brain MRI 
images. In addition, Markov random field (MRF) (149), 
Expectation-Maximization (EM) algorithm (150), and 
Hidden Markov Chains (HMC) (151) have been used to 
improve image segmentation performance. To speed up the 
process of statistical segmentation using GPU-acceleration, 
we should further rethink these approaches and adapt them 
for a massively parallel processing environment in real-time 
practical clinical applications.

In medical and clinical applications, medical images from 
similar or different modalities often need to be aligned with 
the reference image as a preprocessing scheme for many 
further procedures, for instance, atlas-based segmentation, 
automatic tissue identification and visualization tasks. 
Over the past few years, medical image registration has 
been extensively studied in the medical imaging domain. 
However, the former class of registration algorithms 
is mainly presented based on the assumption that each 
region in the reference image has a correspondence match 
in the target image. In practical applications for medical 
registration, there may not be a one-to-one correspondence 
between these two images, which are degenerated by partial 
or missing data sets (152). In this case, without high-quality 
segmentation performance or accurate localization of these 
missing regions, most traditional registration approaches 
are unlikely to correctly register these images (153). In a 
survey paper (154), Liu and Ribeiro presented a promising 
direction by combining the variational method with 
statistical model (155), which could improve the robustness 
of variational method and reduce the training requirement 
of statistical model. Nevertheless, this comprehensive 
framework will still suffer from the disadvantage of high 
computational cost in real-time applications. A more 
promising direction might be to develop a GPU-based 
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general-purpose registration framework by combining the 
aforementioned variational method and statistical method. 
Moreover, this comprehensive framework can be further 
modified for image segmentation task. As a consequence, 
this comprehensive framework might has acceleration 
capacity of simultaneously segmenting and registering 
images in the presence of partial or missing data sets.

Finally, a number of techniques have been presented for 
medical volume rendering. They can be broadly classified 
as space-domain (splatting, ray casting, shear-warp and 3D 
texture-based) and transform-domain techniques. A detailed 
comparison between these popular volume rendering 
approaches can be found in (111,156), the aim is to provide 
both researchers and developer with guidelines on which 
approach is most suited in which scenario. For instance, the 
splatting and ray casting present the highest quality images 
on the expense of rendering speed, whereas shear-warp and 3D 
texture-based methods are able to maximize an interactive frame 
rate at the cost of image quality (111). Meanwhile, the frequency 
domain methods perform fast rendering, but are restricted to 
parallel projections and X-ray type rendering (157). In order to 
improve rendering quality and accelerate rendering speed, a 
promising comprehensive framework could be constructed via 
combining the space-domain and transform-domain methods, 
or combining the different space-domain methods. Thus, the 
comprehensive method might have excellent capabilities of 
creating high-quality rendering and reducing computational 
time, which could be utilized on different types of rendering, 
and be implemented efficiently in parallel on GPU for real-
time medical applications.
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